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Executive Summary  

This paper, Deliverable D4.2.1 Optimization and Visual Analytics Report, is an official 

deliverable that accompanies Deliverable D4.1.1 Optimization and Visual Analytics 

Prototypes. 

In this paper, we document our research challenges and findings and describe the models 

and components we developed within WP4.  We also document the Consensus software 

components, including their design, deployment, and use. 

Specifically, the major topics of this report are multi-objective optimization, visual-

interactive aids, conflict analysis, and crowdsourcing validation. 

This report is the first of three revisions of the Optimization and Visual analytics report and is 

submitted in Month 12 of the project. The next revision will be submitted in Month 24 and 

the final one in Month 30. 

This deliverable is organized into six chapters: 
 
Chapter 1 is an introductory chapter that provides more details about this document and its 
methodology and scope.  
 
Scientific background is presented in Chapter 2. 
 
Chapter 3 deals with the GLOBIOM optimization model. 
 
In Chapter 4, we present the Consensus Multi-Objective Optimization and Visualization Tool 
(MOOViz). This is a major prototype within this work package that is intended for policy 
decision makers to assist them in the overall process of decision making. 
 
Chapter 5 is dedicated to Consensus Gameτa web tool intended for the public and aimed at 
education, collaboration, and communicating policy decision conflicts to the citizens as well 
as for enabling citizens to express their policy preferences. 
 
Finally, Chapter 6, Visual Analytics, focuses on visual support, interaction possibilities, and 

automatic algorithms that are essential for augmenting the capabilities in the decision cycle. 
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1 Introduction  
Almost every real-life policy determination problem encountered is actually a multi-

objective problem. Multi-objective decisions are made implicitly and in most cases, people 

are not specifically aware they are solving a multi-objective problem. Some decision 

situations, however, cannot be solved on the basis of casual intuition for a variety reasons. 

For example, some cases might involve substantial consequences, long-term impacts 

affecting many people, irreversibility, uncorrected mistakes, or a large number of 

alternatives. In such cases, a policy decision support framework is necessary. Note that such 

problems exist in almost any policy implementation sector. 

Policy decision makers are faced daily with different policy choices and objectives that, more 

often than not, are subject to inherent conflicts, implying underlying trade-offs that must be 

taken into account. Under these circumstances, some form of decision-making aid is 

required to help decision makers in preparing and making their decisions and to study 

decision problems in which more than one point of view must be considered. 

The Consensus project strives to support policy decision makers throughout the steps of the 

policy decision-making lifecycle, through a multidisciplinary partnership among experts from 

the fields of operational research, decision science, social technologies (gamification, 

crowdsourcing, and social analytics), applied system analysis, and visual analytics.  

The developed framework will be validated through the modelling and evaluation of two 

real-world (complex) policy decision scenariosτbiofuel and transport. 

1.1 Objectives  
The objective of Dп.н.1 is to report the research and technical development (RTD) work 

towards the development of the Consensus tools that was done within WP4: Optimization 

and Visual Analytics. This report accompanies the software prototypes delivered within 

D4.1.1. 

This report presents the scientific challenges, research, and innovations, as well as the 

technical implementation notes of the prototypes developed. 

Note that pilot testing of the prototypes for evaluating the tools' capabilities will be 

executed within WP5. Therefore, this deliverable will be evaluated during the first project 

iteration, and an updated revision will be delivered (i.e. D4.2.2) during the second year of 

the project to develop the final tools and technologies that, once integrated, will implement 

the Consensus vision. 
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1.2 Scope 
The ǎŎƻǇŜ ƻŦ ǘƘƛǎ ǊŜǇƻǊǘ ƛǎ ŘŜƳƻƴǎǘǊŀǘŜŘ ǳǎƛƴƎ ǘƘŜ ŦƻƭƭƻǿƛƴƎ /ƻƴǎŜƴǎǳǎ ŎƻƳǇƻƴŜƴǘǎΩ 
diagram: 
 
 

 
 

The highlighted green boxes represent components in the policy decision framework that 

are being researched and developed as part of WP4 and are within the scope of this report: 

optimization, interactive decision support, trade-off analysis, visualization, and Consensus 

Game. The internal focus and effort among the various components were set according to 

the project needs as derived from the D2.1.1: User Requirements report . 

1.3 Methodology  
This is the first report of three revisions of the Optimization and Visual analytics report. In 

this paper, we present and summarize the RTD work conducted during project months M1 

to M12 (October 2013-September 2014) under WP4 of the Consensus project.  

This report accompanies the respective prototypes deliverable and presents the scientific 

research, technical development, and implementations details that took place along the 

path for constructing the prototypes. The theoretical background for this work is based on 

the State of the Art Report, which details the previous scientific basis for the research work 

done. The framework is addressing ǇƻƭƛŎȅ ŘŜŎƛǎƛƻƴ ƳŀƪŜǊǎΩ ǊŜǉǳƛǊŜƳŜƴǘǎ ŀǎ ǊŜŦƭŜŎǘŜŘ ƛƴ the 

User Requirements report. 

Figure 1Υ /ƻƴǎŜƴǎǳǎ ŎƻƳǇƻƴŜƴǘǎΩ ŘƛŀƎǊŀƳ 
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The data sources used for the algorithms and tools are specified in the Domain Data sources 

report.  Note that the major data sources for the optimization and visualization components 

are based on output produced by WP3 and are fully described in the Models and Simulators 

Report. 

System architecture considerations that were applied for constructing the prototypes are 

specified in detail within the System Architecture report. 

The major effort of WP4 is associated with RTD challenges, as reflected in the work 

performed for creating the Optimization and Visual Analytics Prototypes and reports 

όǎǇŜŎƛŦƛŎŀƭƭȅΣ b¢¦!Σ L.aΣ LL!{!Σ !¢/Σ ŀƴŘ ¦YhbύΦ ¢ƘŜ ŜƴŘ ǳǎŜǊ ǇŀǊǘƴŜǊǎΩ ŎƻƴǘǊƛōǳtions (ERF, 

OXFAM, WWF) will close the development cycle in WP5 Evaluation, in which valuable input 

will be gathered for improving the systems towards the next revisions. 

1.4 Structure  
This report is organized into six chapters.  

Chapter 1 is a general introduction of the project. 

Chapter 2 describes the scientific background.  It addresses various aspects of multi-

objective optimization; decision support, both general and specifically for the Consensus 

project domains (Environmental and Transport); visual analytics; gamification (with an 

emphasis on reward models); and crowdsourcing. 

Chapter 3 deals with the GLOBIOM optimization model, in which the global forestry and 

agriculture market equilibrium is determined by choosing economic activities subject to 

resource, technological demand, and policy constraints to maximize social welfare. 

In Chapter 4, we present the Consensus Multi-Objective Optimization and Visualization Tool 

(MOOViz). This is a framework intended for policy decision makers to assist in exploring 

alternative policy implementations, understanding trade-offs, and consciously determining 

the optimal policy. 

Chapter 5 is dedicated to the Consensus Gameτa web tool intended for the public and 

aimed at education, collaboration, and communicating policy decision conflicts to citizens as 

well as enabling citizens to express their preferences with regards to the questioned policy 

ŘƻƳŀƛƴǎΦ ¢ƘŜ ŀŎǉǳƛǊŜŘ ŎƛǘƛȊŜƴΩǎ ŦŜŜŘōŀŎƪ ǿƛƭƭ ōŜ ǘŀƪŜƴ ƛƴǘƻ ŀŎŎƻǳƴǘ ŀǎ ŀƴ ŀŘŘƛǘƛƻƴŀƭ ŘŜŎƛǎƛƻƴ 

input. 

The final chapter, Chapter 6 Visual Analytics, focuses on visual support, interaction 

possibilities, and automatic algorithms that are essential for augmenting the capabilities in 

the decision cycle. The scientific approaches developed are accompanied by an online 

prototype for supporting and demonstrating the concepts. 

1.5 Quality Management  
The D4.2.1 document has been structured, compiled, and edited by the WP4 leader IBM to 

ŜƴǎǳǊŜ ǘƘŜ ŎƻƳǇƭƛŀƴŎŜ ƻŦ ǘƘŜ ŘƻŎǳƳŜƴǘ ǘƻ ǘƘŜ /ƻƴǎŜƴǎǳǎ ǇǊƻƧŜŎǘΩǎ ǇŀǊǘƛŎǳƭŀǊ ŘŜƭƛǾŜǊŀōƭŜ 

format. The content provider partners have sent the sections relevant to their 
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responsibilities to the editor and the documents have been merged.  

The review process was conducted in three steps. The first step was to provide feedback to 

the general structure and to the draft content of the document. The second step of the 

review was to edit and to give feedback for the core parts of the document (scientific 

background, research, and technical details). The third and final step was achieved by the 

assigned reviewers of D4.2.1. This step was to provide feedback on the structure, clarity, and 

consistency of the document.  

urthermore, the designed and implemented concepts and prototypes will be evaluated and 

further improved as part of the evaluation process conducted in WP5. 
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2 Background  

2.1 Introduction  
Chapter 2 provides scientific background on the relevant aspects of multi-objective 

optimization, decision-making, visual analytics and gamification, and on the research done 

on implementing the Consensus framework for tackling policy decision-making challenges. 

Section 2.2 presents a variety of approaches for multi-objective optimization. Sections 2.3 

and 2.4 dive into the relevant Consensus use-case domains, Multi-Criteria Decision Making 

in the Environmental Sector and Multi-Criteria Decision Making in the Transport Sector. 

Section 2.5 describes visual analytics concepts that are tightly coupled with data mining and 

visualization approaches, helping to make sense of data and find appropriate decisions. 

Section 2.6 presents the concepts that are used within this project to bring policy decision-

ƳŀƪƛƴƎ ǘƻ ǘƘŜ ŎƛǘƛȊŜƴǎΩ ƭŜǾŜƭ ǘƘǊƻǳƎƘ ƎŀƳƛŦƛŎŀǘƛƻƴ ŀƴŘ ǘƻ ŎŀǇǘǳǊŜ ǘƘŜ ǇǳōƭƛŎ ǇǊŜŦŜǊŜƴŎŜǎ ŀƴŘ 

incorporate them as additional decision input (crowdsourcing). 

2.2 Multi -Objective Optimization  

2.2.1 Introdu ction  

Multi-objective optimization plays a major role in real-world decision problems. It aims at 

simultaneously optimizing a number of conflicting objectives, thereby explicitly considering 

multiple criteria in the decision-making process. One such example could be selecting a 

public policy that maximizes efficiency in achieving its goals while minimizing tax-ǇŀȅŜǊǎΩ 

expenditures and negative environmental effects. This case represents a nontrivial multi-

objective optimization problem in which no single solution can simultaneously optimize all 

the objectives. In such cases, the objective functions are said to be conflicting, and a 

(possibly infinite number of) Pareto optimal solutions exist. These solutions are called non-

dominated, Pareto optimal, Pareto efficient, or non-inferior. Without additional subjective 

preference information, all the Pareto optimal solutions are considered equivalent. 

In the context of Consensus, several challenges exist. The first is finding a diverse set of 

alternative efficient policies, providing a means for decision makers and for the public to 

understand the trade-offs among the variety of alternatives and different objectives (aligned 

or conflicting, dependent and independent of one another, etc.). Other challenges include 

how to elicit preferences, advise recommendations, and measure and integrate crowd 

opinions regarding alternative plans.  

A major challenge under this framework is revealing the Pareto optimal set or a region of 

interest in the trade-off surface among the objectives. This framework is not limited to 

traditional optimization approaches that consider multi-objective problems by posing a 

weighted sum of its objectives and employing single-objective optimization to solve them[1]. 

Common approach for solving the multi-objective optimization problem are methods which 

applying several scalarizations; the solution to each scalarization yields a Pareto optimal 

solution, whether locally or globally. The scalarizations are constructed with the target of 

obtaining evenly distributed Pareto points that give a diverse, evenly distributed 

http://en.wikipedia.org/wiki/Pareto_efficient
http://en.wikipedia.org/wiki/Subjectivity
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approximation of the real set of Pareto points. Examples are the Normal Boundary 

Intersection (NBI)http://en.wikipedia.org/wiki/Multi-objective_optimization - cite_note-

16[2], Modified Normal Boundary Intersection (NBIm)[3], Normal Constraint (NC)[4][5] 

Successive Pareto Optimization (SPO)[6] and Directed Search Domain (DSD)[7].  

Evolutionary Algorithms (EAs)[8], powerful stochastic global search methods gleaned from 

the model of organic evolution, have been successful in treating high dimensional 

optimization problems for several decades. They especially excel in scenarios where quality 

evaluation provided by computer-based simulation constitutes the objective function, also 

referred to as simulation-based optimization[9]. Their broad success in this domain is 

primarily attributed to two factors - first, the fact that they constitute direct search methods, 

i.e., do not require derivatives determination, and second, their inherent robustness to noise 

[10]. In the last two decades evolutionary multi-objective optimization algorithms (EMOA) 

have undergone considerable development [11][12].  

Most evolutionary multi-objective optimization algorithms apply Pareto-based ranking 

schemes. The main advantage of evolutionary algorithms, when applied to solve multi-

objective optimization problems, is the fact that they typically generate sets of solutions, 

allowing computation of an approximation of the entire Pareto front at once. The main 

disadvantage of evolutionary algorithms is their lower speed and the fact that Pareto 

optimality of the solutions cannot be guaranteed. Examples for EMO methods are Non-

dominated Sorting Genetic Algorithm-II (NSGA-II), Strength Pareto Evolutionary Algorithm 2 

(SPEA-2) and methods based on particle swarm optimization and simulated annealing[13]. 

Among other a-posteriori methods include: PGEN (Pareto surface generation for convex 

multi-objective instances)[14], IOSO (Indirect Optimization on the basis of Self-Organization), 

SMS-EMOA (S-metric selection evolutionary multi-objective algorithm)[15], Reactive Search 

Optimization (using machine learning for adapting strategies and objectives),[16][17], 

Benson's algorithm for linear vector optimization problems. 

2.2.2 Formulation  

Let a vector of objective functions in , be subject to 

minimization, and let a partial order be defined in the following manner. Given any 

 and , we state that  strictly Pareto dominates , which is 

denoted as  Ὢ ṊὪ  , if and only if 

. The individual Pareto-ranking of a 

given candidate solution is defined as the number of other solutions dominating it. The 

crucial claim is that for any compact subset of, there exists a non-empty set of minimal 

elements with respect to the partial order Ṍ (see, e.g.,[18]). Non-dominated points are then 

defined as the set of minimal elements with respect to the partial order  Ṍ , and by 

definition their Pareto-ranking is zero. The goal of Pareto optimization is thus to obtain the 

non-dominated set and its pre-image in the design space, the so-called Pareto optimal set, 

also referred to as the efficient set.  

The Efficient (Pareto) Frontier Ὂ is defined as the set of all points in the objective space that 

correspond to the solutions in the Pareto optimal set. The set that is jointly dominated by Ὂ  

http://en.wikipedia.org/wiki/Multi-objective_optimization#cite_note-16
http://en.wikipedia.org/wiki/Multi-objective_optimization#cite_note-16
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but is not dominated by any other solution has Pareto-ranking 1, and so goes the ranking for 

subsequently dominated sets; following this notion the ranking of each solution can be 

defined (see, e.g.,[19]). 

The computational problem of attaining the Pareto Frontier of a multi-objective 

optimization problem[20] can be treated by means of algorithms utilizing mathematical 

programming solvers (e.g., the so-called Diversity Maximization Approach[21] employing 

IBM's ILOG-CPLEX [22]), or alternatively, approximated by population-based heuristics. The 

wide applicability of Pareto-driven optimization is evident in the vast number of published 

work - see, e.g., [23], [24]. The crucial claim is that many real-world problems are inherently 

multi-objective in nature. This concept ranges from Combustion Processes[25], Yeast 

Fermentations[26] and Photo induced Processes[27] to potentially as far as to Theory Choice 

(see[28] for the broad overview, and[29] for the explicit multi-criterion perspective).  

2.2.3 Approaches  

Among the goals of Consensus, is to develop a decision aiding system which through the use 

of models, helps obtain elements of responses to the questions posed by a stakeholder of 

the policy decision process. The system shall work towards clarifying the decision and 

towards recommending, or simply favoring, a policy that is Pareto efficient and will increase 

the consistency between the selected policy and the stakeholder's objectives and value 

system[30]. 

The system shall analyze the multi-objective policy decision problems from different 

viewpoints; apply different solution philosophies and aims at setting and solving the decision 

problem.  

The goals of the system are: 

ī To find a representative set of Pareto optimal policies 

ī Quantify/Visualize the trade-offs in satisfying the different objectives 

ī Finding a single policy (or a subset of policies) that satisfies the subjective preferences 

of a human decision maker (DM) or satisfying the aggregated preferences of decision 

makers group 

Amongst the approaches being examined are Scalarizing methods that convert the original 

problem with multiple objectives into a single-objective decision problem, no-preference 

methods that requires no preference information to be articulated by the decision maker, A 

priori methods that require sufficient decision maker preference information to be 

expressed before the solution process, A posteriori methods that aim at producing all the 

Pareto optimal solutions and interactive methods, in which the decision maker iteratively 

interacts with the system during the solution process[31]. Hybrid methods combine more 

than a single approach. 

There are four classes of multi-objective optimization approaches - Each class of methods 

involves DM preference information in different ways (No Preference/A-priori/A 

posteriori/Interactive) 
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In no preference methods, no decision maker (DM) is expected to be available, but a neutral 

compromise solution is identified without preference information. In a priori methods, 

preference information is first asked from the DM and then a solution best satisfying these 

preferences is found. In a posteriori methods, a representative set of Pareto optimal 

solutions is first found and then the DM must choose one of them. In interactive methods, 

the decision maker is allowed to iteratively search for the most preferred solution. In each 

iteration of the interactive method, the DM is shown Pareto optimal solution(s) and 

describes how the solution(s) could be improved. The information given by the decision 

maker is then taken into account while generating new Pareto optimal solution(s) for the 

DM to study in the next iteration. In this way, the DM learns about the feasibility of her 

wishes and can concentrate on solutions that are interesting to her. The DM may stop the 

search whenever he/she wants to. 

2.2.3.1 Scalarizing Multi -Objective Optimization Problems  

One approach considered under this framework, is the approach of applying Scalarizing 

methods, in which we convert the original problem with multiple objectives into a single-

objective optimization problem. This means formulating a single-objective optimization 

problem such that optimal solutions to the single-objective optimization problem are Pareto 

optimal solutions to the multi-objective optimization problem[31]. Applying this 

formulation, it is often required that every Pareto optimal solution can be reached with 

some parameters of the scalarization[31]. And naturally, With different parameters for the 

scalarization, different Pareto optimal solutions are selected. 

A well-known example is linear scalarization (also known as weighted sum) 

 

Where the weights of the objectives    are the parameters of the scalarization. 

Pay attention that the weights in this representation may be used for both to representing 

the DM preferences as well as for scaling the dimensions of different objectives.  

And the -constraint method (see, e.g.[32])  

 

where upper bounds  are parameters as above and  is the objective to be minimized. 

Another examples are Goal Programming and Achievement scalarizing problems[33]. They 

can be formulated as 
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where the term  is called the augmentation term,   is a small 

constant, and  and   are the nadir vector (the upper bound of the Pareto optimal 

set) and an utopian (an infeasible objective vectors which is ideal across all objectives) 

vectors, respectively. In the above problem, the parameter is the so-called reference point 

 which represents objective function values preferred by the decision maker. 

2.2.3.2 No Preference Methods 

Another approach is using multi-objective optimization methods that do not require any 

preference information to be explicitly articulated by a decision maker. Those methods can 

be classified as no-preference methods[31]. A well-known example is the method of global 

criterion[34], in which a scalarized problem of the form 

 

is solved.   can be any  norm, with common choices including ,  and  [32]. 

The method of global criterion is sensitive to the scaling of the objective functions, and thus, 

it is recommended that the objectives are normalized into a uniform, dimensionless scale 

2.2.3.3 A priori Methods  

A priori methods require that sufficient preference information is expressed before the 

solution process[31]. Well-known examples of a priori methods include the utility function 

method, lexicographic method, and goal programming. 

In the utility function method, it is assumed that the decision maker's utility function is 

available. A mapping  is a utility function if for all it holds that 

 if the decision maker prefers to , and  if the decision 

maker is indifferent between and . The utility function specifies an ordering of the 

decision vectors (recall that vectors can be ordered in many different ways). Once  is 

obtained, it suffices to solve  

But in practice it is very difficult to construct a utility function that would accurately 

represent the decision maker's preferences[32] - particularly since the Pareto front is 

unknown before the optimization begins. Lexicographic method assumes that the objectives 

can be ranked in the order of importance. We can assume, without loss of generality, that 

the objective functions are in the order of importance so that  is the most important and 

 is the least important to the decision maker. The lexicographic method consists of solving 

a sequence of single-objective optimization problems of the form 

 

http://en.wikipedia.org/wiki/Lp_space
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Where  is the optimal value of the above problem with . Thus 

, and each new problem of the form in the above problem in 

the sequence adds one new constraint as  goes from to . 

2.2.3.4 A Posteriori Methods 

A posteriori methods aims at producing all the Pareto optimal solutions (known as the 

"Pareto Frontier") or a representative subset of the Pareto Frontier. Then, applying 

preferences to select a solution from the resulted set. The posteriori preferences techniques 

implemented in this project include three steps: 

1. Computer approximates the Pareto front (i.e. the Pareto optimal set in the objective 

space) 

2. The decision maker explores and studies the Pareto front approximation 

3. The decision maker identifies the preferred point (or the preferred regions) at the 

Pareto front 

From the point of view of the decision maker, the step of exploring and understanding the 

Pareto front is the most complicated one. 

In the case of bi-objective problems, the Pareto front, (also named the "Tradeoff Curve" in 

this case), can be drawn at the objective plane. It gives the decision maker full information 

on objective values and on objective tradeoffs, which inform how improving one objective is 

related to deteriorating the second one while moving along the tradeoff curve. The decision 

maker takes this information into account while specifying the preferred Pareto optimal 

objective point[35]. Bi-objective problems are well studied but in this project we were 

focusing on decision problems comprise of three or more objectives, for which a simple 

visual representation of the Pareto front cannot be provided to the user. Exploration of the 

Pareto front in higher dimensions is a non-trivial task and is a major challenge of this project. 

2.2.3.5 Interactive Methods  

When applying interactive methods, the decision making process is iterative and the 

decision maker continuously interacts with the method while searching for the most 

preferred policy (see e.g. [32][36]). Practically, the decision maker express preferences at 

each iteration in order to get Pareto optimal solutions that are of interest to her and learn 

the trade-offs between attainable solutions. The following steps are commonly present in 

interactive methods:[36] 

1. Initialize 

2. Generate a Pareto optimal starting point (by using e.g. some no-preference method or 

solution given by the decision maker) 

3. Ask for preference information from the decision maker 

4. Generate new Pareto optimal solution(s) according to the preferences and show 

it/them and possibly some other information about the problem to the decision maker 

5. If several solutions were generated, ask the decision maker to select the best solution 

so far 

6. Stop, if the decision maker wants to; otherwise, go to step 3 

http://en.wikipedia.org/wiki/Multi-objective_optimization#cite_note-Miettinen1999-1
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Instead of mathematical convergence that is often used as a stopping criterion in 

mathematical optimization methods, a psychological convergence is emphasized in 

interactive methods. Generally speaking, a method is terminated when the decision maker is 

confident that she has found the most preferred solution available. 

Different interactive methods involve different types of preference information. For 

example, three types of methods can be identified; based on:  

ī trade-off information:  the decision maker is shown several objective trade-offs at each 

iteration, and she is expected to say whether she likes, dislikes or is indifferent with 

respect to each trade-off (e.g. the Zionts-Wallenius method,[37]). 

ī reference points: the decision maker is expected at each iteration to specify a 

reference point consisting of desired values for each objective and a corresponding 

Pareto optimal solution(s) is then computed and shown to her for analysis. (see e.g., 

[1],[38]). 

ī classification of objective functions[36]: the decision maker is assumed to give 

preferences in the form of classifying objectives' values at the current Pareto optimal 

solution into different classes indicating how the values of the objectives should be 

changed to get a more preferred solution - for example objectives whose values a) 

should be improved, b) can be relaxed, and c) are acceptable as such. Then, the 

classification information given is taken into account when new (more preferred) 

Pareto optimal solution(s) are computed (see e.g. satisfying trade-off method (STOM) 

[39]and the NIMBUS method,[40][41]). 

ī Selection between a small sample of solutions[42][43].  

2.2.3.6 Preference Elicitation  

Another major challenge within the decision process is the elicitation of the preferences or 

in other words, the utility embedded in each of the alternatives, note that this is a more 

general approach than ranking or weighting the different criteria, as the tradeoffs and 

constraints between different objectives may vary across the manifold.  

For example, Conjoint analysis is a statistical technique used to determine how people value 

different features that make up an individual alternative. The objective of conjoint analysis is 

to determine what combination of a limited number of attributes is most influential on 

respondent choice or decision making. A controlled set of potential alternatives is shown to 

respondents and by analyzing how they make preferences between these alternatives, the 

implicit valuation of the individual elements making up an alternative can be determined. 

These implicit valuations (utilities or part-worths) can be used to create models for trade-off 

elicitation. 

Conjoint originated in mathematical psychology and was developed by marketing professor 

Paul Green at the University of Pennsylvania and Data Chan. Other prominent conjoint 

ŀƴŀƭȅǎƛǎ ǇƛƻƴŜŜǊǎ ƛƴŎƭǳŘŜ ǇǊƻŦŜǎǎƻǊ ±Φ ά{ŜŜƴǳέ {ǊƛƴƛǾŀǎŀƴ ƻŦ {ǘŀƴŦƻǊŘ ¦ƴƛǾŜǊǎƛǘȅ ǿƘƻ 

http://en.wikipedia.org/wiki/Mathematical_psychology
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developed a linear programming (LINMAP) procedure for rank ordered data as well as a self-

explicated approach, Richard Johnson (founder of Sawtooth Software) who developed the 

Adaptive Conjoint Analysis technique in the 1980s and Jordan Louviere (University of Iowa) 

who invented and developed Choice-based approaches to conjoint analysis and related 

techniques such as MaxDiff. Conjoint analysis techniques may also be referred to as 

multiattribute compositional modelling, discrete choice modelling, or stated preference 

research[44]. 

Peter Fishburn is another fundamental contributor to this area in the context of the theory 

of social choice and utility[45][46]. In many circumstances when trying to analyze decision 

ƳŀƪŜǊΩǎ ǇǊŜŦŜǊŜƴŎŜǎΣ ŀ ǇƻƭƛǘƛŎŀƭ ŎƘŀƭƭŜƴƎŜ ŜȄƛǎǘǎ ŀǎ ǿŜƭƭΣ ǎǳŎƘ ŜȄŀƳǇƭŜ ƛǎ ŀƴ ƛƴǘŜǊǾƛŜǿ 

technique to elicit person's utility function which was developed by Ragner Frisch. An 

attempt to apply this method to the Norwegian Parliament failed, due to the reluctant of the 

Parliament members to make their utility function explicit[47]. 

2.3 Multi -Criteria Decision Making i n the Environmental Sector  

2.3.1 Introduction  

Multi-criteria analysis (MCA) also called multi-criteria decision making (MCDM) or multi-

criteria decision analysis (MCDA) has been increasingly used in various sectors, including 

environment in the recent years (Steele et al., 2009[48]). The group of methods described by 

a/! Ŏŀƴ ōŜ ŘŜŦƛƴŜŘ ŀǎ ΨŦƻǊƳŀƭ ŀǇǇǊƻŀŎƘŜǎ ǿƘƛŎƘ ǎŜŜƪ ǘƻ ǘŀƪŜ ŜȄǇƭƛŎƛǘ ŀŎŎƻǳƴǘ ƻŦ ƳǳƭǘƛǇƭŜ 

criteria in helping individuals and groups explore decisions that maǘǘŜǊΩ ό.Ŝƭǘƻƴ and Stewart 

2002[49]). Its merits have been recognised by those individuals, companies or decision 

makers that are facing complex decisions with multiple variables. The UK Government has 

recognised its usefulness by issued a manual specifically designed for institutions belonging 

to the local government.  

The environmental sector has also embraced MCA, mainly because there is still a lack of 

guidance on aiding environmental decision making (Omman, 2000[50]).  Balasubromiam and 

Voulvoulis[51] ƴƻǘŜ ǘƘŀǘ άa/! Ŏŀƴ ōŜ ǇŀǊǘƛŎǳƭŀǊƭȅ ŀǇǇǊƻǇǊƛŀǘŜ ǿƘŜƴ ǘƘŜ ŘŜŎƛǎƛƻƴ-making 

context is characterized by multiple objectives and multiple criteria, incommensurable 

criteria, mixed data and the need for ease of use, and the analysis context is characterized 

ōȅ ƳǳƭǘƛǇƭŜ ǇŀǊǘƛŎƛǇŀƴǘǎΦέ 

Conflicts related to land use and land management are getting more frequent and more 

serious (Joerin and Musy 2000[52]). Demand for natural resources, food and fibre has been 

steadily growing in line with population growth and increased purchase power in developing 

countries. The European biofuel legislation is a typical example for a complex policy with 

various objectives that can be in direct competition with other objectives of the European 

community. Stakeholders involved in the discussions related to biofuel sustainability were 

unable to negotiate a compromise solution for addressing Indirect land use change (ILUC). In 

this context the topic lends itself to be analysed through an MCA approach.   

Studies such as that by Mendoza and Martins[53] show that MCA offers a sound and robust 

approach to planning and decision-making for natural resources management by developing 

a clear set of criteria, balancing social, economic and environmental aspects of complex 

problems. Further arguments are presented below. 

http://en.wikipedia.org/wiki/Sawtooth_Software
http://en.wikipedia.org/wiki/MaxDiff
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2.3.2 Arguments for Using MCA  

Users of the MCA approach list a number of well grounded arguments in support of MCA 

especially when considering alternatives such as cost benefit analysis (CBA).  These include:  

¶ Non-market valuation data (revealed and stated preference) may not be readily 
available or expensive to collect 

¶ It may not be able to present some impacts of policy in a way that can be traded-off for 
money - practical or moral reasons 

¶ It may not be able to quantify impacts, e.g. diffuse social impacts such as social cohesion 

¶ CBA may not account for interactions of impacts, e.g. synergy 

Users of MCA implement various techniques (particularly mathematical programming 

techniques) but all have common thread: they recognise the existence of multiple 

judgement or evaluation criteria since any plan, policy or project is likely to have different 

but simultaneous impacts, their evaluation requires simultaneous assessment from different 

perspectives (Zhang et al, 2012[54]). 

2.3.3 Types of MCAs Applied in the Environmental Sector:  

Multi-criteria methods can essentially be split up into two broad categories: 

¶ Discrete Multi Criteria methods (DMCM) - consider a finite number of feasible 

choice possibilities (alternative plans of action, alternative objectives/decision 

criteria), also known as Multi Objective Decision Making (MODM). 

¶ Continuous Multi Criteria methods (CMCM) - consider an infinite number of feasible 

choice possibilities, also known as Multi Attribute Decision Making (MADM) 

Continuous MC methods lend themselves more to economic evaluation where financial 

measures can be broken down ad infinitum to represent alternative strategies. 

A summary of the various approaches to MCA can be found in Table 1.  

Table 1: Comparison of MODM and MADM 

Criteria for comparison MODM MADM 

Criteria defined by Objective Attributes 

Objective defined Explicitly Implicitly 

Attributes defined Implicitly Explicitly 

Constraints defined Explicitly Implicitly 

Alternatives defined Implicitly Explicitly 

Number of alternatives Infinite (large) Finite (small) 

Decision makers control Significant Limited 

Decision modelling paradigm Process-oriented Outcome-oriented 

Relevant to Design/search Evaluation/choice 

 

*Adapted from Mendoza and Martins 2006[53] 

Discrete MC methods are of more use when we are trying to decide between a fixed number 

of specific plans/policies. They allow us to focus more closely on the pertinent issues. DMCM 

allow us to classify, rank and thus decide between alternative choices or strategies which 

have multiple impacting factors (criteria). 
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2.3.4 Common Stages in Applying MCA  

The following stages are common when applying weighted sum MCA approach: 

¶ Establish the decision context 

¶ Identify the options to be appraised 

¶ Identify objectives and criteria 

¶ ά{ŎƻǊƛƴƎέΥ !ǎǎŜǎǎ ǘƘŜ ŜȄǇŜŎǘŜŘ ǇŜǊŦƻǊƳŀƴŎŜ ƻŦ ŜŀŎƘ option against the criteria. Then 

assess the value associated with the consequences of each option for each criterion 

¶ ά²ŜƛƎƘǘƛƴƎέΥ !ǎǎƛƎƴ ǿŜƛƎƘǘǎ ŦƻǊ ŜŀŎƘ ƻŦ ǘƘŜ ŎǊƛǘŜǊƛŀ ǘƻ ǊŜŦƭŜŎǘ ǘƘŜƛǊ ǊŜƭŀǘƛǾŜ 

importance to the decision 

¶ Combine the weights and scores for each option to derive an overall value 

¶ Examine the results 

¶ Sensitivity analysis 

2.3.5 Multi -Criteria Analysis and Biofuels  

Over the past years several researchers have used the multi-criteria analysis framework to 

assess various aspects of the ongoing bioenergy debate.  Studies looking at applying MCA to 

decisions around bioenergy systems point out that not only does it help to create a broad 

criteria for analysing sustainable attributes ς largely missing from this arena (Buchholz, 

Luzadis and Volk 2009[55]), but it also helps with stakeholder integration (Buchholz et al 

2009) and its participatory nature can increase the legitimacy of decisions (Ziolkowska 

2013[56]). Other benefits include findings that viable bioenergy systems often rely on sound 

social criteria being considered at the conceptual stage (Buchholz et al 2009[55]).  

Turcsin et al.[57] used the framework to assess stakeholder support for various biodiesel 

options in Belgium. The Consensus project will develop the ConsensusGame that is 

specifically focussing on exploring stakeholder support for various options. Perimenis et 

al.[58] used the MCA to develop a framework for decision makers. While Mohamadabadi et. 

al.[59] used this framework to rank various renewable and non-renewable energy sources.  

Buchholz et. al.[55] conducted a review of various MCA studies focussing on bioenergy and 

concluded that άa/! ǘƻƻƭǎ ǎƘƻǳƭŘ ŀƭǎƻ ōŜ ŀǇǇƭƛŜŘ ǘƻ ƳƻǊŜ ǎƻǇƘƛǎǘƛŎŀǘŜŘ ŎŀǎŜ ǎǘǳŘƛŜǎΣ ǿƛǘƘ 

more scenarios, a larger scale, and more ǎǘŀƪŜƘƻƭŘŜǊǎΦέ 

When conducting an MCA analysis, the selection of criteria is crucial to the robustness of the 

assessment. Key debates such as that of weak vs strong sustainability must be addressed 

during the selection process, but can be problematic (Myllyviita et al 2013[60]. A number of 

projects have developed criteria, and some have ranked these according to relative 

importance assigned by experts (Buchholz, Luzadis and Volk 2009[55]). 

The selection of criteria can vary according to the specific biofuel system in question, as well 

as the region, and expertise represented within the stakeholder group (Buchholz, Luzadis 

and Volk 2009, Myllyviita et al[61]). 
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The following are a selection of criteria presented in two studies specifically designed for 

biofuel systems. In the case of Buchholz, Luzadis and Volk[55] identified 35 sustainability 

criteria regularly related to bioenergy sustainability and asked 137 experts to rank them. 

Table 2: Biofuel criteria and importance rank. Adapted from Buchholz, Luzadis and Volk (2009) 

Criteria Environment/social/economic Importance rank 

Green house gas balance Environmental 3.55 

Energy balance Environmental 3.44 

Soil protection Environmental 3.27 

Participation Social 3.16 

Water management Environmental 3.14 

Natural resource efficiency Environmental 3.11 

Microeconomic sustainability Economic 3.10 

Compliance with laws Social 3.09 

Ecosystems protection Environmental 3.07 

Monitoring of criterial 
performance 

Social 3.02 

Food security Social 2.95 

Waste management Environmental 2.93 

Adaptation capacity to 
environmental hazards and 
climate change 

Environmental 2.90 

Crop diversity Environmental 2.86 

Working conditions of workers Social 2.83 

Planning Social 2.79 

Economic stability Economic 2.79 

Species protection Environmental 2.76 

Use of chemicals, pest control 
and fertilizer 

Environmental 2.72 

Potentially hazardous 
atmospheric emissions other 
than GHGs 

Environmental 2.72 

Employment generation Economic 2.69 

Property rights and rights of 
use 

Social 2.68 

Land use change Environmental 2.68 

Use of genetically modified 
organisms 

Environmental 2.64 

Ecosystem connectivity Environmental 2.57 

Respect for human rights Social 2.48 

Macroeconomic sustainability Economic 2.39 

Cultural acceptability Social 2.37 

Respecting minorities Social 2.35 

Exotic species applications Environmental 2.33 

Social cohesion Social 2.26 
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Land availability for other 
human activities than food 
production  

Social 2.25 

Standard of living Social 2.14 

Noise impacts Social 2.10 

Visual impacts Social 1.98 

 

*A higher importance rank indicates experts feel this criteria is more relevant, 

practical, reliable or important than those with a lower score.  

Table 3: BFD criteria and sustainability condition. Adapted from Hayashe, Ierland and Zhu[62] 

Criteria Environment/social/economic Sustainable/unsustainable 

GHG emission Environment Sustainable 

NOx emission Environment Sustainable 

SOx emission Environment Sustainable 

Wage for employment Social Unsustainable 

Injury, illness fatality Social Sustainable 

Production cost Economic Unsustainable 

Gross value added Economic Unsustainable 

Energy diversity Economic Sustainable 

 

The Consensus project will be using a selection of these criteria, depending on the 

limitations of the land use models. 

2.3.6 Further R ecommendations  

The Consensus project will combine an advanced multi criteria analysis framework, with 

state of the art land use modelling and the latest visualisation technology. The deliverables 

will enable decision makers to improve legislation, but also inform themselves about the 

ŎƛǘƛȊŜƴΩǎ ǾƛŜǿ ƻƴ ǾŀǊƛƻǳǎ ƻōƧŜŎǘƛǾŜǎ ŀƴŘ ǘǊŀŘŜ-offs related to the bioenergy.     

While it is clear from the studies presented here that MCA is a robust and useful method to 

apply to decisions surrounding bioenergy systems, there are also methodological factors to 

be taken into consideration, and areas where further research is required.  

Myllyviita et al[60] found, based on a Finnish case study, that the selection of criteria must 

take into account the specific system being assessed both in terms of the bioenergy system 

and the regional context.  They also point out that the availability of relevant data can be 

limited and collection costly and time consuming.  Data availability is a key concern however 

we are confident that the IIASA Globiom model will provide adequate quantity and quality of 

information.  

The criteria selection was also discussed by Sliogerience et al[63] in relation to MCA of 

bioenergy systems in Lithuania. They point out that the relationship between criteria and 

the relative importance assigned must be considered at the outset to give a reliable 

assessment.   
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Further areas which must be more fully understood and the Consensus project will 

contribute include (Montibeller and Franco 2010[64]): the role of the decision analyst/ 

facilitator in balancing the view and objectives of stakeholders; using this approach to 

develop complex policies; and finally the long term consequences of this decision making 

approach. 

2.4 Multi -Criteria Decision Making in the Transport Sector  

2.4.1 Introduction  

Transport Sector decisions affect almost all aspects of human life (mobility, health, safety, 

living costs, economic opportunities, conditions for work and leisure etc.); additionally, 

decision making is constantly required in the transport sector, from the strategic planning of 

projects and policies, the design of infrastructure works and the selection of alternatives, to 

the application of specific policy measures. 

Thus, decision-making is an integral part of the management of transportation systems, that 

generally includes: identification of existing problems; problem definition (objectives, 

criteria, measures, constraints, etc.); generation of alternative solutions (options/ 

alternatives) for the problem (e.g. building new infrastructure, rehabilitating existing 

infrastructure, improving its management, applying policy measures etc.); and evaluation 

and selection of the best solution[65]. 

For years, the most common forms of evaluation in transport related decisions were cost-

effectiveness analysis (CEA) and/or cost benefit analysis (CBA)[66]. However, both methods 

have certain limitations, which are primarily related to the difficulty to objectively and 

adequately value all the costs and impacts of the examined alternatives; additionally, in 

transportation projects the multiplicity of objectives lead most of the times in disagreements 

among the different involved actors about the scope of the project or the procedure to be 

followed[67].  

To this end, Multi-Criteria Decision Making (MCDM) techniques seem to provide a more 

flexible and transparent way to find solutions to complex problems with various actors 

(stakeholders) and as such nowadays are broadly used in transport related decision-making. 

2.4.2 General Procedure of Multi -Criteria D ecision Making in Transport Sector  

Despite the fact that every decision problem is different and that the detailed procedure for 

MCDM in transport sector can vary according to the characteristics of each problem, a 

general procedure for MCDM in transport is identified in relevant 

literature[66][68][69][70][71].  

This general procedure is presented in Figure 2 below and it can be easily adapted to the 

requirements of each specific transport problem.  
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Figure 2: Procedure of MCDM in transport sector 

The stages of the procedure presented above are not separate features but have linkages 

and effects upon each other. They do not necessarily follow a linear pattern, instead they 

sometimes run in parallel or it may be required to step back again (e.g. new criteria come up 

and have to be integrated into the analysis). 

2.4.3 Decision Making Approache s in Transport Sector  

Over time, three broad approaches have been developed in transport sector decision 

making[72]: Vision-led, Plan-led and Consensus-led. 

Vision-led approaches usually involve an individual having a clear view of the future form of 

the transport system that is required, and the policy instruments needed to achieve that 

vision. The focus then is on implementing them as effectively as possible. It is obvious that 

this approach is critically dependent on the individual with the vision, and, most probably, if 

he/she leaves office, the strategy will be abandoned. 

Plan-led approaches involve specifying objectives and problems, sometimes in the context 

of a vision statement, and following a certain procedure to identify possible solutions and 

select those that perform best. Problems are highlighted as failure of current or predicted 

future conditions to meet the objectives. This list of problems can then be discussed with 

stakeholders to see whether they have different perceptions of the problems. If they do, 

objectives are redefined accordingly. The main drawback with this approach is that many 

politicians and members of the public are less familiar with the abstract concept of 

objectives (e.g. improving accessibility) than they are with concrete problems (e.g. the 

nearest job centre being 50 minutes away). Also, a plan-led approach can become 

excessively dependent on professional planners / analysts, who may lose sight of the needs 

of decision makers and stakeholders. 

Finally, Consensus-led approaches involve discussions between the stakeholders to try to 

reach agreement on each of the stages in the decision making process. Ideally agreement is 

needed on the objectives to be pursued and their relative importance, the problems to be 

tackled and their seriousness, the options (projects, policies or policy instruments) to be 

 

STAGE 1: Establishment of decision context

STAGE 2: Definition of objectives and criteria STAGE 3: Identification of options

STAGE 4: Scoring of options against criteria - development of the performance matrix

STAGE 6: Selection and application of an 

aggregation method

STAGE 5: Determination of criteria 

weights

STAGE 7: Interpretation of the results and application of sensitivity or robustness analysis

(if necessary)

(if necessary)

Stakeholder 

participation



 

Consensus Output/Deliverable 4.2.1     Page 33 of 148 
 

considered and their appropriateness, the selection of options which best meet the 

objective and the way in which they should be combined into an overall strategy and 

implemented. In practice much consensus-building focuses on the choice of options, but it 

can be considerably enhanced by considering objectives and problems as well. The main 

concern with the consensus-led approach is that, unless agreement can be quickly reached 

and sustained, it may result in serious delays or even inaction. 

Since each of the above approaches has its advantages and drawbacks, in most cases a 

mixed approach is adopted, with most common a mix of plan-led and consensus-led 

decision-making[72]. 

2.4.4 Decision Making Subjects  in Transport Sector  

Several categorizations exist in pertinent literature regarding the subjects or kind of 

decisions that are usually studied in Transport Sector Decision-Making[73][74][75]. 

Nonetheless, for the purposes of the CONSENSUS project, probably the most useful 

classification regarding the subjects or kind of decisions that are usually studied in 

Transportation Policy Decision-Making is according to the nature of the subject: 

- Alternative design solutions of an infrastructure transportation project: they can include 

alternative alignments/paths for roads or rail projects, alternative locations for ports, 

airport terminals and garages or their concepts or forms, different designs for public 

transport lines in urban areas etc. 

- Alternative infrastructure transportation projects, to give priorities in the construction 

of different transport infrastructure projects, taking into account the availability of 

funds. 

- Alternative transport options, such as alternative freight transportation routes (for 

multimodal freight transport) etc. 

- Alternative transport policies or transport policy measures, such as transport pricing 

alternatives, application of transport demand management etc. 

Especially for decisions regarding transport policies or transport policy measures, an 

important element of the decision making process are the available policy instruments, i.e. 

the tools which can be used to overcome the identified problems and achieve the desired 

objectives. A common classification of the available policy instruments is according to the 

type of intervention[76][77]: 

- Infrastructure provision refers to additions or enhancements to the existing 

transportation infrastructure. 

- Management measures involve changes in the way existing transportation 

infrastructure is used. They include a wide range of approaches, including increases and 

reductions in road capacity, reallocations of that capacity, and changes in the operation 

of public transportation. 

- Information provision refers to improvements in the information available to 
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transportation users and operators. Some are traditional fixed information systems; 

others draw on real time applications of information technology. 

- Pricing measures refer to changes in the cost of transportation use for both private 

vehicles and public transportation. 

- Land use measures: these measures focus on the land use patterns, which generate the 

demand for transportation and not on the transportation system as such. The overall 

emphasis is placed in identifying ways for the reduction of travel demand, or in 

alleviating its impact. 

- Behavioral/ attitudinal measures aim to change users' understanding of transportation 

problems and hence induce changes in travel patterns. 

Unfortunately the evidence which is available on the performance of many of these policy 

instruments is generally very incomplete. In some cases this is because the policy 

instruments are novel, and experience is still limited; in others the information gained, 

especially by unsuccessful implementation of measures is not made publicly available. Even 

where experience is available it may not be directly relevant in another context. For all of 

these reasons it can be difficult to judge how transferable experience with successful policy 

instruments will be[72]. 

It should be mentioned also that, typically, MCDM methods are being applied for the 

evaluation of transport projects (alternative solutions or different infrastructure projects) 

rather than transport policies or programs[78]. 

2.4.5 Role of Multi -Criteria Decision Making  in Transport Sector  

Since many diverse forms of decision problems in transport sector exist, it is obvious that 

multi-criteria decision making can assist in different ways and produce various kinds of 

results. According to relevant research literature and case studies1, application of MCDM in 

transport sector problems, can result in the following general forms of solutions: 

ī Ranking of examined options is probably the most common form of solution from the 

application of MCDM in transport sector problems. In such cases, the analysis concludes 

that, according to the objectives and criteria established, option A is "better" at fulfilling 

the assumed goal than option B, which is "better" than option C etc. 

ī Identification of a single most preferred option, to be implemented by transport 

authorities is also a common result of a MCDM application. This form of solution cannot 

easily be distinguished from the ranking of options, because, in most cases, the option 

that is ranked first is the most preferred option that will be selected for 

implementation. 

ī Another possible form of the solution provided by MCDM is the classification of options 

into categories. The type of categories may vary, depending on the specific 

                                                           
1
 The numerous ςand as such excessive to be referenced in this Deliverable- research and case studies 

reviewed can be found in Deliverable 2 ς Chapter 6.3 and Appendix III.  
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characteristics of the decision problem at hand. Categories usually found in pertinent 

literature are: "acceptable" or "unacceptable" options, priority categories for 

implementation, or identification of a short list of options for further appraisal. 

ī Finally, certain MCDM methods, mostly Multiple-Objective Decision Making (MODM) 

models result in optimization solutions to a decision problem, such as the 

recommended crew size in a mass transit system or traffic signal timing optimization. 

2.4.6 Multi -Criteria Decision Making Methods  Used in Transport Sector  

Generally, MCDM methods that are applied in transportation problems can be classified into 

the following two basic categorie[65],[70],[79]: 

ī methods for solving problems with a discrete set of options, i.e. a finite number of 

alternative solutions (options) that are known at the beginning, and 

ī methods for solving problems which require selection from continuous sets of options, 

that encompass an infinite or very large number of alternative solutions that are not 

explicitly known in the beginning 

Methods that encompass a finite number of alternative solutions (options) are appropriate 

for "ill-structured" problems, i.e. problems with very complex objectives, often vaguely 

formulated, with many uncertainties, while the nature of the observed problem gradually 

changes during the process of problem solving. These methods, usually called Multiple-

Attribute Decision Making (MADM) or Multicriteria Analysis (MCA) models focus on solving 

the problem by finding the best alternative or a set of good alternatives in relation to 

defined attributes / criteria and their weights[65]. Examples of MADM methods include: 

Simple Additive Weighting (SAW), Multi Attribute Utility/Value Theory (MAUT/MAVT), 

ELimination and (Et) Choice Translating REality (ELECTRE), Preference Ranking Organization 

METHod for Enrichment Evaluations (PROMETHEE), Analytic Hierarchy Process (AHP) etc. 

Methods that encompass an infinite or at least a very large number of alternative solutions 

are appropriate for "well-structured" problems. Well-structured problems are those in which 

the present state and the desired future state (objectives) are known as the way to achieve 

the desired state. The model encompasses an infinite or very large number of alternative 

solutions that are not explicitly known in the beginning, constraints are analyzed, and the 

best solution is reached by solving the mathematical model[65]. These methods, usually 

called Multiple-Objective Decision Making (MODM) models, in general consist of two 

phases, the generation of a set of efficient solutions and the exploration of this set in order 

ǘƻ ŦƛƴŘ ŀ ΨŎƻƳǇǊƻƳƛǎŜ ǎƻƭǳǘƛƻƴΩ ōȅ ƳŜŀƴǎ ƻŦ ƛƴǘŜǊŀŎǘƛǾŜ ǇǊƻŎŜŘǳǊŜǎ[70]. Examples of 

Multiple-Objective Decision Making methods include: Global Criterion method, Utility 

Function method, Goal Programming (GP), STEp Method (STEM), Genetic Algorithms etc. 

Transport sector problems usually are characterized by a finite number of alternative 

solutions (designs of a project, projects, policies, policy measures etc.), a complex set of 

objectives, criteria and indicators and many uncertainties. As such, transport sector 

problems are "ill-structured" problems and therefore MADM/MCA methods are usually 

appropriate. Examination of relevant research and case studies indicates that probably the 
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most commonly used methods are Analytic Hierarchy Process - AHP (especially for criteria 

weighting), Multi Attribute Utility/Value Theory - MAUT/MAVT, Outranking methods 

(ELECTRE, PROMETHEE, REGIME etc.) and Simple Additive Weighting (SAW). In many 

occasions, a combination of methods is used (e.g. AHP for criteria weighting and MAUT or 

REGIME for evaluation of total performance), or certain parameters of methods are 

modified (e.g. introduction of fuzzy criteria, modified concordance analysis etc.), in order to 

better adapt the methodology to the specific decision problem. Finally, other 

methodologies, such as CBA scoring or GIS tools may be incorporated in the decision 

procedure or the presentation of the results. 

The use of MODM methods in transport sector problems is less common, applied mainly in 

optimization problems. Relevant research examination indicated that usually some form of 

genetic algorithm or specialized heuristic procedures are used for that purpose. 

2.4.7 Multi -criteria Decision Making ( Evaluation ) Parameters Commonly Used in 

Transport Sector  

Although the applied MCDM methods can have significant differences, in all cases a very 

important part of the MCDM procedure is the definition of the hierarchy of goal, objectives, 

criteria and indicators of the decision problem. The goal of the decision problem is a very 

general statement of the desired improvement. Objectives are also statements of something 

that one desires to achieve, but are more specific than goals and each objective reveals an 

essential reason for interest in the decision situation. Criteria, or attributes, provide a 

measure of the degree to which an objective is met by various options/alternatives of the 

decision problem and indicators (quantitative or qualitative) further measure, in more 

specific ways, the performance of options. 

Some analysts, instead of using the terms goal, objectives, criteria and indicators, prefer the 

structuring of the decision problem in several levels of objectives, thus the second level 

objectives correspond to criteria and the third level to indicators. Furthermore, it is possible 

that a level of the hierarchy could be missing from the analysis, e.g. indicators could be 

directly used for measuring the performance of options against the objectives, without 

explicit definition of criteria. Nevertheless, a complete typical structuring of a decision 

problem consists of the above evaluation parameters. 

2.4.7.1 Objectives 

A set of objectives in a decision problem should possess the following properties: essential, 

controllable, complete, measurable, operational, decomposable, non-redundant, concise 

and understandable[80]. Objectives specify the directions for improvement, but not the 

means of achieving them. In setting objectives, it is therefore important to avoid including 

indications of preferred solutions (e.g. "improving the environment through better public 

transport"), since this may cause other and possibly better policy instruments to be 

overlooked[72]. Setting clear and concise objectives in a decision problem has the following 

benefits[72]: 

ī helps to identify problems in the decision process 

ī  provides guidance on the types of solutions 
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ī can act as constraints, in clarifying what should be avoided 

ī provides the basis for appraisal of alternative solutions, and  

ī enables progress in implementation to be monitored 

Since impacts from transport infrastructure projects or transport policies are wide and 

varied, the spectrum of common objectives in transport sector decision problems is also very 

broad. Objectives commonly found in transport sector decision problems[81][82][83] 

[72][74] are the following: 

ī Economic efficiency: Economic efficiency involves minimizing implementation, 

operation and maintenance costs of the project or policy involved, and maximizing the 

financial benefits which users can gain from the transport system. 

ī Transport system efficiency: This objective refers to maximization of the efficiency of 

the transport system in terms of (according to each specific decision problem): 

reduction in travel time, reliability of travel time, minimization of congestion, 

integration to existing transport system, ability to effectively connect origins and 

destinations etc. 

ī Protection of the environment: This objective involves reducing a number of adverse 

impacts of the transport and land use system, such as air pollution (NOX, CO2, SO2, local 

pollutants such as particulates etc.), their impacts on health, noise and vibration, visual 

intrusion, fragmentation and severance of settlements and biodiversity, urban sprawl, 

and loss of cultural heritage and natural habitats etc. 

ī Safety: This objective straightforwardly involves reducing the numbers of accidents for 

all modes, and reducing the severity of those which occur. However, since some 

locations, age groups and modes have higher accident rates than others, the safety 

objective also has equity implications. 

ī Equity and social inclusion: Under equity the principal concerns are the need for 

reasonably equal opportunities to travel, costs of travel and environmental and safety 

impacts of travel. Social inclusion mainly refers to accessibility for those without a car 

and accessibility for those with impaired mobility.  

ī Contribution to economic growth: Land use and transport policies should support 

economic growth and regional development. Transport improvements which improve 

access or enhance the environment can lead to increased economic activity and 

possibly to sustained economic growth. 

ī Other, less frequently used objectives are: public acceptance, privacy issues (e.g. feeling 

of intrusion), specific engineering objectives (staging flexibility, terrain and soil 

characteristics, volume of earthworks) etc. 

It is important that decision-makers determine the objectives which they wish to pursue. 

However, it is preferable to reach agreement on them with other stakeholders and objective 

definition is often a key first stage in the participation of stakeholders in decision making. 
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Especially regarding road pricing related decision making, examination of relevant case 

studies in pertinent literature[84][85][70][86] reveals that four main -high level- objectives 

are commonly used, related to:  

- economic development / growth 

- transport / mobility / safety conditions  

- life conditions, environment and energy conservation, and  

- social cohesion, satisfaction and acceptance  

2.4.7.2 Criteria and Indicators  

Objectives are abstract concepts, and it is thus difficult to measure performance against 

them. Criteria (attributes) and indicators are ways of measuring objectives. For example, 

under the "protection of the environment" objective, a possible criterion would be 

"minimize air pollution" and a relevant indicator could be the expected CO2 emissions. 

Possible criteria related to the aforementioned objectives in transport sector decision 

problems could be the following[81],[82],[83],[72],[74]: 

ī Economic efficiency: Minimize construction/implementation cost, minimize 

maintenance cost, minimize operation cost, maximize Internal Rate of Return etc. 

ī Transport system efficiency: Minimize travel time, maximize reliability of travel time, 

minimize congestion, maximize comfort of service, maximize integration to existing 

transport system, maximize interoperability of networks, maximize ability to effectively 

connect origins and destinations, maximize transport network capacity, maximize 

passenger/freight movements, minimize construction period etc. 

ī Protection of the environment: Minimize air pollution, minimize water pollution, 

minimize visual intrusion, minimize land use fragmentation, minimize impacts on 

waterlands and natural habitats, minimize fuel consumption, minimize noise and 

vibration etc. 

ī Safety: minimize fatalities, minimize injuries, minimize number of accidents etc. 

ī Equity and social inclusion: Maximize accessibility for those without a car, maximize 

accessibility for those with impaired mobility, minimize household displacement, 

maximize connectivity for deprived geographical areas etc. 

ī Contribution to economic growth: Maximize regional development, maximize positive 

effects on tourism, maximize ease of connection between residential and employment 

areas, maximize positive effect on local employment etc. 

In order to measure (quantitatively or qualitatively) the performance of options against 

criteria, indicators are constructed. There are essentially three types of indicators[71],[79]: 

natural, constructed and proxy. Natural indicators are those in general use that have a 

common interpretation to everyone and the impact levels reflect the effects directly (e.g. 

value of construction costs as an indicator for criterion "Construction Cost"). Constructed 
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indicators are developed specifically for a given decision context. In general, a constructed 

indicator involves the description of several distinct levels of impact that directly indicate the 

degree to which the associated criterion or objective is achieved (e.g. archaeological items 

within 50 m of the right-of-way as an indicator for criterion "Impact on Archaeological 

Heritage"). It is essential that the descriptions of those impact levels are unambiguous to all 

individuals concerned about a given decision. If no natural or constructed attribute is 

available, it may be necessary to utilize an indirect measure or a proxy indicator. When 

using proxy indicators, the impact levels mainly reflect the causes rather than the effects; 

(e.g. length of surface track as an indicator for criterion "Noise Impact"). 

Especially regarding road pricing related decision making, examination of relevant case 

studies in pertinent literature[84],[85],[70],[86],[77] reveals that several criteria are 

examined ςin each objective category-, such as: 

- Economic development / growth: Gross revenue generation potential, increase 

macroeconomic welfare, increase regional welfare, maintain / increase employment etc. 

- Transport / mobility / safety conditions: Guarantee a minimum quality of transport, 

improve accessibility conditions, improve safety, improve reliability of services, decrease 

travel time, reduce traffic congestion etc. 

-  Life conditions, environment and energy conservation: Improve air quality, reduce 

energy consumption, maintenance of ecosystems' functions, reduce noise annoyance 

etc. 

- Social cohesion, satisfaction and acceptance: enhance personal basic mobility, increase 

regional cohesion, ensure socioeconomic fairness etc. 

The above criteria are further decomposed into lower level indicators, of quantitative or 

qualitative nature, that permit the analysts to measure the performance of each examined 

alternative road pricing strategy. 

2.4.8 Participation of Stakeholders  in Multi -Criteria Decision Making in Transport 

Sector 

Participation of stakeholders can be a very important part of the decision making procedure 

in MCDM, in order to take into consideration the different aspects and opinions regarding 

the examined options. Participation can occur in different levels, such as information 

provision, consultation, deciding together, acting together or even supporting independent 

stakeholder groups. Each level is appropriate for different kinds of decision problems, 

different stages in the development of a strategy, or for strategies tackling different scales of 

problem. In relevant research and case studies, participation of stakeholders was found in 

several forms, ranging from news release, brochures and mail-outs to advisory committees 

and public workshops. In general, all forms of participation methods are possible in MCDM. 

However, different forms are more or less appropriate for different decision problems or 

different phases of the decision process. 
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2.4.9 Multi -Criteria Decision Making in Transport Policy Scenario of Consensus  

Summarizing the presented context of Multi-Criteria Decision Making in the transport 

sector, the following conclusions can be drawn and serve as guidelines in developing the 

specific context of the Consensus transport policy scenario. 

- Multi-Criteria Decision Making is very useful for plan-led and consensus-led approaches 

in decision making, or for mixed plan-led and consensus-led decision-making; to this end 

such a mixed approach of decision-making it is assumed to be applied in the 

Consensus transport policy scenario. More analytically, according to the vision-led 

approach it is assumed that the policy/ decision-makers of the Consensus transport 

policy scenario will have a clear view of want they want to achieve as well as of the 

general policy instruments needed to achieve it; that are road pricing instruments. 

Simultaneously, according to the concensus-ƭŜŘ ŀǇǇǊƻŀŎƘ ǎǘŀƪŜƘƻƭŘŜǊǎΩ ŀŦŦŜŎǘŜŘ ŀƴŘκƻǊ 

involved in road pricing implementation will be engaged in the decision-making process 

focusing on the choice of options but on objectives and problems as well.  

V /ƻƴŎŜǊƴƛƴƎ ǎǘŀƪŜƘƻƭŘŜǊǎΩ ƛŘŜƴǘƛŦƛŎŀǘƛƻƴ ŀƴŘ ǇŀǊǘƛŎƛǇŀǘƛƻƴΤ groups typically 

included in transport sector decision making and their participation methods 

were identified and used in the Consensus framework. 

- Based on the wide range of literature, research and case studies reviewed the evidence 

available on the Multi-Criteria Decision Making among policy instruments, such as road 

pricing, is generally very limited and/or incomplete. Typically, MCDM methods are being 

applied for the evaluation of transport projects (alternative solutions or different 

infrastructure projects) rather than transport policies or programs. This probably 

happens because most policy instruments, especially pricing instruments, are novel, and 

experience is still limited; in other cases the information gained, especially by 

unsuccessful implementation of measures is not made publicly available. Even where 

experience is available it may not be directly relevant in another context. For all of these 

reasons it can be difficult to transfer much experience into the Consensus concerning 

successful road pricing policy instruments. To this end all possible road pricing schemes 

were initially considered and then through stakeholŘŜǊǎΩ Ŏƻƴǎǳƭǘŀǘƛƻƴ ǎǇŜŎƛŦƛŎ ǊƻŀŘ 

pricing schemes of interest were chosen to be examined in the Consensus framework. 

- Despite the diverse levels of decision-making approaches, the different nature/subject 

of decisions examined and/or the alternative desired results through a MCA application 

in the transport sector, in all cases the possible objectives arise from a common list and 

always include effects on the four basic sustainability dimensions: economy, mobility, 

environment and society. To this end, these four sustainability dimensions were 

decided to be used as the evaluation objectives of Consensus transport policy 

scenario. 

- Objectives though are abstract concepts, and it is thus difficult to measure performance 

against them. Criteria (attributes) and indicators are ways of measuring objectives. For 

example, under the "protection of the environment" objective, a possible criterion 

would be "minimize air pollution" and a relevant indicator could be the expected 

reduction in specific pollutants emissions. Based on this logic and the review of the 
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numerous case studies and pertinent literature, all possible criteria related to the 

aforementioned objectives along with the respective indicators were initially 

ŎƻƴǎƛŘŜǊŜŘΤ ǘƘŜƴ ǘƘǊƻǳƎƘ ǎǘŀƪŜƘƻƭŘŜǊǎΩ Ŏƻƴǎǳƭǘŀǘƛƻƴ ǎpecific criteria and indicators 

were chosen to be used in the Consensus transport policy scenario evaluation. 

Finally, despite the fact that Multi-Objective Decision-Making methods usage is less common 

in transport sector problems -and it is applied mainly in very specific and/or narrow area 

problems i.e. traffic signaling optimization- the Consensus policy scenarios (including 

transport policy scenario) will be assessed using a multi-objective optimization tool 

developed specifically for this purpose.  

This latter mentioned can be considered as the contribution of Consensus project to the 

State-of-the-Art; supporting the policy decision-maker to solve policy related problems 

where the set of alternative policy options encompasses a very large number of alternatives.  

Especially for the transport/road pricing policy scenario this will be very useful, since the 

road pricing alternative options might be discrete in terms of their components but there is 

one component (price level) that works in a continuous way as such generating a large 

number of alternative options. 

2.5 Visual Analytics  

2.5.1 Introduction  

Visual Analytics tightly couples data mining and visualization approaches to include human 

users in the analysis and data understanding loops, helping to make sense of data and find 

appropriate decisions. (Please see also the State-of-the-art report Deliverable D2.2, section 

4). 

In the Consensus project we deal mainly with multi-dimensional data sets which correspond 

to policy alternatives (input and output) and which need to be compared against each other, 

considering alternative weighting schemes, to arrive at assessments. To represent this kind 

of data, scatterplot matrices or parallel coordinate plot techniques are suitable methods. 

First Visual Analytics research carried out in Consensus therefore focused on developing 

multi-dimensional comparison techniques and testing these with first data sets obtained by 

partners. Specifically, first research prototypes have been implemented and deployed on the 

web for internal testing. 

In our prototypes we make extensive use of glyph designs and the possibility to have 

multiple views on the data. Therefore, we here briefly introduce related research in this area 

to come up with a suitable glyph design. Then, we will describe functional components of 

our approaches in greater detail. 

2.5.2 Glyph-Based Evaluation  

For a detailed overview of research on data glyphs, we refer the interested reader to two 

summary articles[87],[88]. There exists a large amount of glyph designs and only little 

guidance, which design performs best for certain types of data or tasks. Domain experts in 

the Consensus project have to mainly perform similarity judgments to compare different 
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scenarios. However, there is only little related work investigating the performance of glyph 

designs for similarity judgments.  

Wilkinson[89] conducted a user study comparing star glyphs, castles, Chernoff faces and 

blobs. Participants had to sort 8 glyphs of each type---varied by a variety of factors---

according to increasing dissimilarity. Their findings indicate that judgments on Chernoff 

faces were closer to the actual factor distances, followed by star glyphs, castles and blobs. 

A similar sorting-based task was used by Borg and Staufenbiel[90] in their comparison of 

snowflakes (similar to star glyphs), suns, and factorial suns. Participants had to sort 3 times 

44 shuffled cards showing data points of one type of glyph into four categories according to 

their similarity. Factorial suns---that make use of some preprocessing of the data---were 

most easily discriminated and star glyph performed the worst in this respect. Lee et al.[91] 

showed participants several datasets represented by one of: small-multiples Chernoff faces, 

star glyphs, and two plots produced with multi-dimensional scaling. For each dataset 

participants were given eight questions to answer, some of which included similarity 

judgments based on pairwise comparisons. The authors did not perform an analysis on the 

basis of individual similarity questions. Instead, they found that participants performed best 

and were most confident with one of the 2D spatial plots, in particular on global questions 

where the whole set of data points has to be considered. 

Klippel's study[92] investigated Star Glyphs, which are well-known representatives for multi-

dimensional data used in the Consensus project. They investigated the influence of shape on 

glyph perception based on similarity judgments. They varied shape by reordering the 

dimensions in a star glyph with contour. The authors studied how shape changes influenced 

the interpretation of data points in a similarity-based grouping task. They found that 

differences in shape influenced cognitive processing of the data and those perceptually 

salient features (such as spikes) strongly influenced how people thought about a data point.  

Given the fact that only little advice exists on which glyph design should be preferred when 

performing similarity comparisons, we want to extend the research in this field by 

conducting another quantitative user study investigating the performance of star glyph 

variations for similarity judgments. Section 6.1 later will detail our results. Then, also later in 

Sections 6.2 and 6.3 we will introduce particular interaction and alignment techniques to 

foster the comparison of multivatiate data as per the uses cases in Consensus. 

2.6 Gamification and Crowdsourcing  

2.6.1 Introduction  

Within a set of optimal solutions representing optimizations of multiple objectives, the 

decision maker needs to identify the priorities that will lead to the selection of a single policy 

scenario. For setting those priorities the weight of public opinion plays an important role. In 

order to include this information in the decision making process, Consensus aims to 

approach citizens through a web platform that will allow the collection of their opinion 

regarding the objectives in question; thus crowdsourcing the task of identifying the public 

opinion preferences. The challenging part of this endeavor is the incentivation of the 

ŎƛǘƛȊŜƴǎΩ ǇŀǊǘƛŎƛǇŀǘƛƻƴ ŀƴŘ ŦƻǊ ǘƘŀǘ ǊŜŀǎƻƴ ǘƘŜ ǇǊƻƧŜŎǘ ŜƳǇƭƻȅǎ ƎŀƳƛŦƛŎŀǘƛƻƴ ǘŜŎƘƴƛǉǳŜǎΥ 
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competition, challenges, visualizations, rewards and links to user reality. In what follows we 

provide the state of the art methods and technologies used in these techniques, classified in 

three major categories: gamification, crowdsourcing and serious games. These methods, 

even though not all used by Consensus researchers, comprise the baseline knowledge upon 

which the ConsensusGame implementation was inspired. 

2.6.2 Gamification  

Goldberg in 1989[93] proposed Pareto-based fitness which bases directly on the concept of 

ǇŀǊŜǘƻ ŘƻƳƛƴŀƴŎŜΦ Lƴ DƻƭŘōŜǊƎΩǎ ƳŜǘƘƻŘ ǘƘŜ ƛƴŘƛǾƛŘǳŀƭ ǎ ŀǊŜ ǊŀƴƪŜŘ ƛǘŜǊŀǘƛǾŜƭȅΥ ŦƛǊǎǘ ŀƭƭ ƴƻƴ-

dominated solutions are assigned rank 1 and then the next non-dominated solutions are 

assigned rank 2 and so forth. 

Fonseca and Flemming[94] stated that an individual's rank corresponds to the number of 

solutions in the population by which it is dominated.  

Srinivas and Deb[95] created Non-dominating Sorting Genetic Algorithm (NSGA) based on 

Goldberg's suggestions, analogous to Goldberg the fitness assignment is carried out in 

several steps in each step the non-dominated solutions constituting a non-dominating front 

are assigned the same dummy fitness value these solutions are shared with their dummy 

fitness values and ignored in the further classification process. The dummy fitness is set to a 

value less than the smallest shared fitness value in the current non dominated front and the 

next front is extracted. This procedure is repeated until all individuals are classified. In the 

original study this fitness assignment method was combined with a stochastic remainder 

selection. The complexity of the algorithm is ὕάὔ  where m is the number of objectives 

and N is the population size. 

Deb, Pratap, Agarwal and Meyarivan in 2002[96] created NSGA-II in which for each solution 

two entities are calculated: domination count ὲ, the number of solutions which dominate 

the solution p, and Ὓ, a set of solutions that the solution p dominates. This requires 

ὕάὔ  comparisons. In the algorithm all solutions p in the beginning are marked with 

ὲ π. For each solution with ὲ π each member (q) of its set is visited and its 

domination count is reduced by one. In doing so, if for any member the domination count 

becomes zero, we put it in a separate list Q. These members form the second non-

dominated front. The above procedure is continued with each member of Q and the third 

front is identified. This process continues until all fronts are identified. 

Zitzler and Thiele[97] created an elitist multi-criterion EA with the concept of non-

domination in their strength Pareto EA (SPEA). In their algorithm an external population was 

maintained at every generation storing all non-dominated solutions discovered so far 

beginning from the initial population. At each generation the external and current 

population are combined, all non-dominated solutions in the combined population are 

assigned a fitness based on the number of solutions they dominate and dominated solutions 

are assigned fitness worse than the worst fitness of any non-dominated solution. This 

assignment of fitness makes sure that the search is directed towards the non-dominated 

solutions. To ensure diversity among non-dominated solutions a deterministic clustering 

technique is used. The implementation suggested is  ὕάὔ . 
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Knowles and Corne ([98],[99],[100]) implemented a simple MOEA using an evolution 

strategy (ES). In their Pareto-archived ES (PAES) with one parent and one child, the child is 

compared to the parent. If the child dominates the parent, the child is accepted as the next 

parent and the iteration continues. If on the other hand the parent dominates the child, the 

child is discarded and a new child is found. If the child and the parent do not dominate each 

other, the choice between the child and the parent considers the second objective of 

keeping diversity among obtained solutions. In order to keep diversity an archive of non-

dominated solutions is maintained. The child is compared with the archive to check for 

dominance. If the child dominates any other member in the list it is accepted as the new 

parent and the dominated solution is eliminated from the archive, if not then both parent 

and child are checked for their nearness with the solutions of the archive. If the child resides 

in a least crowded region in the parameter space among the members of the archive, it is 

accepted as a parent and a copy of added to the archive. The overall complexity of the 

algorithm isὕάὔ . Knowles and Corne in their other implementation PESA, based it on 

the degree of crowding in different regions of the archive. Replacing the selections in the 

archive file is also based on a crowding measure. PESA uses binary tournament selection and 

for selective fitness the squeeze factor (the chromosome with the lowest squeeze factor is 

chosen). 

Greenwood, Hu, and D'Ambrosio[101] suggested a solution using no preference information 

(in the case of Pareto rankings) and aggregation methods like weighted sum. They extended 

the concept of Pareto dominance by elements of imprecisely specified multi-attribute value 

theory in order to incorporate preference in the search process. By systematically varying 

the numerical scalar weights in an aggregate objective function (AOF), each set of weights 

results in a corresponding Pareto solution. 

Generally in the process of maximizing the objectives and acquiring the pareto-optimum 

solutions we have three distinct categories that are formed by the non-dominated values: 

¶ When we witness 1% of the total population of solutions then most of the solutions 
are dominated 

¶ When we witness 10% of the total population then there is a complete and tight 
distribution 

¶ When we witness more than 20% of the total population then the algorithm 
prematurely converged 

Conventional GA wisdom states that strongly elitist strategies result in premature 

convergence[102]. 

2.6.2.1 Game Theory Models 

2.6.2.1.1 Repeated Games 

Repeated games are a series of games that get repeated. In infinitely repeated games the 

average reward given an infinite sequence of payoffs ὶ, ὶΣΧ ŦƻǊ ǇƭŀȅŜǊ ƛ ƛǎΥ ÌÉÍO В  

Given an infinite sequence of payoffs ὶ, ὶr1,r2ΣΧ ŦƻǊ ǇƭŀȅŜǊ ƛ ŀƴŘ ŘƛǎŎƻǳƴǘ ŦŀŎǘƻǊ ʲ ǿƛǘƘ 

лғʲғ1 its future discounted reward is В ‍ὶ. 
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There are two types of learning in repeated games: fictitious play and no-regret learning. 

Fictitious play was originally proposed as a method for computing Nash equilibrium. In that 

scenario each player maintains explicit belief about the other players. They start by 

ƛƴƛǘƛŀƭƛȊƛƴƎ ǘƘŜƛǊ ōŜƭƛŜŦǎ ŀōƻǳǘ ǘƘŜ ƻǇǇƻƴŜƴǘΩǎ ǎǘǊŀǘŜƎƛŜǎ ŀƴŘ ōȅ ŜŀŎƘ ǘǳǊƴ ǘƘŜȅ Ǉƭŀȅ ŀ ōŜǎǘ 

ǊŜǎǇƻƴǎŜ ǘƻ ǘƘŜ ŀǎǎŜǎǎŜŘ ǎǘǊŀǘŜƎȅ ƻŦ ǘƘŜ ƻǇǇƻƴŜƴǘΣ ƭŀǘŜǊ ǘƘŜȅ ƻōǎŜǊǾŜ ǘƘŜ ƻǇǇƻƴŜƴǘΩǎ ŀŎǘǳŀƭ 

play and update their beliefs accordingly. Formally the player maintains counts of 

ƻǇǇƻƴŜƴǘΩǎ ŀŎǘƛƻƴǎΦ CƻǊ ŜǾŜǊȅ ŀ  ! ƭŜǘ ǿόŀύ ōŜ ǘƘŜ ƴǳƳōŜǊ ƻŦ ǘƛƳŜǎ ǘƘŜ ƻǇǇƻƴŜƴǘ Ƙŀǎ ǇƭŀȅŜǊ 

action a which can be initialized to non-ȊŜǊƻ ǎǘŀǊǘƛƴƎ ǾŀƭǳŜǎΦ !ǎǎŜǎǎ ƻǇǇƻƴŜƴǘΩǎ ǎǘǊŀǘŜƎȅ 

using these counts: 

„ὥ
ύὥ

В ύὥᶰ
 

(pure strategy) best respond to this assessed strategy. 

The regret an agent experiences at time t for not having played s is: 

Ὑ ί ÍÁØ ὥ ί ὥȟπ. The agent will try to exhibit no regret from the strategy he 

follows. At each time step each action is chosen with probability proportional to its regret. 

That is „ ί
В ᶰ

 where „ ί is the probability that agent i plays pure 

strategies at time t + 1. No-regret learning (Regret matching) converges to a correlated 

equilibrium for finite games.[103][104] 

2.6.2.1.2 Stochastic Games 

A stochastic game is a generalization of repeated games where agents repeatedly play 

games from a set of normal-form games and the game played at any iteration depends on 

the previous game played and on the actions taken by all agents in that game. A stochastic 

game is a tuple (Q, N, A, P, R), where Q is a finite set of states, N is a finite set of n players, A 

= (ὃ,..., ὃύΣ ǿƘŜǊŜ !ƛ ƛǎ ŀ ŬƴƛǘŜ ǎŜǘ ƻŦ ŀŎǝƻƴǎ ŀǾŀƛƭŀōƭŜ ǘƻ ǇƭŀȅŜǊ ƛΣ tΥvȄ!ȄvҦ ώлΣ мϐ ƛǎ ǘƘŜ 

ǘǊŀƴǎƛǝƻƴ ǇǊƻōŀōƛƭƛǘȅ ŦǳƴŎǝƻƴΦ tόǉΣ ŀΣǉ ȸ) is the probability of transitioning from state q to 

state ή ŀŦǘŜǊ Ƨƻƛƴǘ ŀŎǘƛƻƴ ŀΣ ŀƴŘ w Ґ ǊмΣΦΦΦΣǊƴΣ ǿƘŜǊŜ ǊƛΥ v Ȅ !Ҧw ƛǎ ŀ ǊŜŀƭ-valued payoff 

function for player i[105][104][103]. 

2.6.2.1.3 Bayesian Games 

Bayesian game is a set of games that differ only in their payoffs, a common prior defined 

over them, and a partition structure over the games for each agent. A Bayesian game is a 

tuple (N,G,P,I) where N is a set of games, G is a set of games with N agents each such that if 

g, g' ɴ  G then for each agent i ɴ N the strategy space in g is identical to the strategy space in 

g'. Pɴ ʃόDύ ƛǎ ŀ ŎƻƳƳƻƴ ǇǊƛƻǊ ƻǾŜǊ ƎŀƳŜǎ ǿƘŜǊŜ ʃόDύ ƛǎ ǘƘŜ ǎŜǘ ƻŦ ŀƭƭ ǇǊƻōŀōƛƭƛǘȅ distributions 

over G, and I=(I1,...,IN) is a set of partitions of G one for each agent. 

!ƴƻǘƘŜǊ ŘŜŦƛƴƛǘƛƻƴ ŦƻǊ .ŀȅŜǎƛŀƴ ƎŀƳŜǎ ǎǘŀǘŜǎ ŀ ǘǳǇƭŜ όbΣ!ΣɸΣǇΣǳύ ǿƘŜǊŜ b ƛǎ ŀ ǎŜǘ ƻŦ ŀƎŜƴǘǎΣ 

!Ґό!мΣΦΦΦΣ!ƴύ ǿƘŜǊŜ !ƛ ƛǎ ŀ ǎŜǘ ƻŦ ŀŎǘƛƻƴǎ ŀǾŀƛƭŀōƭŜ ǘƻ ǇƭŀȅŜǊ ƛ Σ ɸҐόɸмΣΦΦΦΣɸƴύ ǿƘŜǊŜ ɸƛ ƛǎ ǘƘŜ 

ǘȅǇŜ ǎǇŀŎŜ ƻŦ ǇƭŀȅŜǊ ƛ Σ ǇΥɸҦώлΣмϐ ƛǎ ǘƘŜ ŎƻƳƳƻƴ ǇǊƛƻǊ ƻǾŜǊ ǘȅǇŜǎ ŀƴŘ ǳҐόό,..,ό) where 

όΥ!ȄɸҦwƛǎ ǘƘŜ ǳǘƛƭƛǘȅ ŦǳƴŎǘƛƻƴ ŦƻǊ ǇƭŀȅŜǊ ƛ Φ 
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The expected utility has three standard notions of expected utility: ex-ante where the agent 

knows nothing about anyone's actual type, interim where the agent knows her own type but 

not the types of the other agents and ex-post where the agent knows all agent types. 

It is assumed that a player who has only partial knowledge about the state of nature has 

some beliefs, a prior distribution, about the parameters which he does not know or he is 

uncertain about. In a multiplayer game the decisions of others players are relevant, so are 

their beliefs, since they affect their decisions. Thus a player must have beliefs about other 

ǇƭŀȅŜǊΩǎ ōŜƭƛŜŦǎ ƛƴ ƻǊŘŜǊ ǘƻ ŦƻǊƳ ŀ ǎǘǊŀǘŜƎȅΦ 

In Bayesian games we have the Bayesian (Nash) Equilibrium according to which players 

choose strategies to maximize their payoffs in response to others accounting for strategic 

uncertainty about how others will play and payoff uncertainty about the value to their 

actions. [106][103][104] 

2.6.2.2 Gamification Elements  

2.6.2.2.1 Game with a Purpose (GWAP) 

Games With A Purpose (GWAP)[107] , propose that using computer games can gather 

human players and solve open problems as a side effect of playing. GWAP approach is 

widely used for image tagging [108], [109] collecting common-sense facts[110], music 

annotation[111],economic games design[112],transportation solutions[113]. Most GWAP 

implementations valuate results according to three game-structure templates :  output-

agreement games, inversion-problem games and input-agreement games. 

In Output-agreement games[110]  a three-step procedure is followed[114]:  

Initial setup. The game chooses two players randomly among all players. 

Rules. Players are provided with the same input and indulged to produce the same output as 

their partners. Players cannot see another's output or communicate with each other. 

Winning condition. Both players get rewarded for producing, at some point, the same 

output. Due to the fact both players cannot contact each other they result in the same 

output related to the only thing they have in common, the input. The output is verified 

because the same result occurred from two independent sources. 

In Inversion-problem games[110][109] a three-step procedure is followed [114]: 

Initial setup .The game chooses two players randomly among all players. 

Rules. In each round one player is the "describer" and the other is the "guesser". The 

describer is given the input and has to produce outputs in order for the guesser to find the 

original input. 

Winning condition. The guesser produces the original input given to the describer. 

In input-agreement games[111] a three-step procedure is followed [114]:  

Initial setup. Two The game chooses two players randomly among all players. 
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Rules. In each round both players are given the same or different inputs (known by the game 

but not the players). Players are prompted to produce outputs describing their input.  

Winning condition. Players decide whether the input is the same for both players given the 

outputs the other player provides.  

Agreement in GWAP games can be used to verify results only in a global scale. In the task of 

finding public preference on a policy implementation we will use output agreement to verify 

all users result in the same general perspective of what should be implemented. To make 

this clearer, provided we collect a specific amount of user implementations in a specific 

ǎŎŜƴŀǊƛƻ ǿŜ Ŏŀƴ ŎƘŜŎƪ ƛŦ ǳǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜ ŎǊŜŀǘŜǎ ǇŀǘǘŜǊƴǎ ǘƘŀǘ ƛƴŘƛŎŀǘŜ ǇǳōƭƛŎ ǇǊŜŦŜǊŜƴŎŜ ƛƴ 

a specific section and we will cƘŜŎƪ ƛŦ ƴŜǿ ǳǎŜǊǎΩ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴǎ ŀƎǊŜŜ ǿƛǘƘ ǘƘƛǎ ǎŜƭŜŎǘƛƻƴΦ 

If there is indeed agreement that means users agree with public preference. In the scenario 

of "output agreement" among the choices of the same player in each game session a solid 

preference will be verified from the last policy implementation made. 

2.6.2.2.2 Reward Model 

There are four things players enjoy while playing games. Achievement within the game 

context, exploration of the game, socializing with others and imposition upon others. 

Therefore creating four basic player categories as Bartle suggested in 1996 achievers, killers, 

socializers and explorers[115]. 

All forms of rewards apply to those basic categories of players. There are eight forms of 

rewards[116]: 

1. Score systems (use numbers to mark player performance).Scores which generally 

serve as tools for self-assessment and comparison sometimes affect game play 

indirectly. 

2. Experience point reward systems (Avatars earn experience points during game play, 
ŀƴŘ άƭŜǾŜƭ ǳǇέ ǿƘen specified goals are achieved) These systems differ from score 
systems in at least three ways, Rather than single game plays or specific players they 
are bound to specific avatars, they reflect time and effort rather than player skill 
which results to rarely being used for purposes of player ranking, they directly affect 
game play by making certain tasks easier to accomplish, as well as by expanding the 
number of ways that a game can be played. 

3. Item granting system rewards (that consist of virtual items that can be used by 
players or much more commonly avatars) Item granting mechanisms encourage 
players to explore game worlds. 

4. Resources (valuables that can be collected and used in a manner that affects game 
play) Resources differ from items in at least one important aspect, resources are 
mostly for practical game use or sharing, whereas items have collecting and social 
comparison value. Experience points in leveling system mark the growth of avatars 
and create a feeling of progress, while resources create feelings mainly about timely 
support. 

5. Achievement systems (consist of titles that are bound to avatars or player accounts; 
users collect them by fulfilling clearly stated conditions). Achievement systems make 
players complete specific tasks, play in challenging ways, or explore game worlds.  
Achievements are the type of reward systems classified as glory.έ Collectable titles 
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serve as meta-ƎƻŀƭǎΣ ŀƴŘ ǘƘǳǎ ǇǊƻǾƛŘŜ άƳǳƭǘƛǇƭŜ ƭŜǾŜƭ Ǝƻŀƭǎέ ŦƻǊ ǾŀǊƛƻǳǎ ŎƘŀƭƭŜƴƎŜǎέ 
[117],[118].  

6. Feedback messages (mostly used to provide instant rewards instant positive 
feedback that players receive in response to successful actions). Feedback messages 
create positive emotions, pictures, sound effects, and video clips are also commonly 
used as feedback mechanisms. They are neither collectable nor available for player 
comparisons, and do not directly affect game play. 

7. Plot animations and pictures (used as rewards following important events such as 
the defeat of a major enemy, clearing a new level, or ending a game) They motivate 
players to advance game stories. They create fun in at least two ways they are 
visually attractive and serve as milestones marking player achievement. 

8. Unlocking mechanisms (they give players access to game content (e.g., new levels, 
access to special virtual environments, and mini-games) once certain requirements 
are met). This kind of reward is best classified as access[119] .As Malone  suggests 
that one of the most important features of intrinsically motivating environments is 
providing incomplete ƛƴŦƻǊƳŀǘƛƻƴ ŀōƻǳǘ ŀ ǎǳōƧŜŎǘΦ ¢ƘŜǎŜ ƳŜŎƘŀƴƛǎƳǎ ŘƻƴΩǘ ǊŜǾŜŀƭ 
all possibilities and choices at the beginning of games, instead they reward players 
as games progress by gradually exposing hidden parts of game worlds. 

2.6.3 Croudsourcing  

In Crowdsourcing needed services, ideas, or content are obtained by soliciting contributions 

from a large group of people, and especially from an online community, rather than from 

traditional employees or suppliers. Crowdsourcing combines the efforts of numerous self-

identified volunteers or part-time workers, where each contributor of their own initiative 

adds a small portion to the greater result. 

In implicit crowdsourcing , crowdsourcing is less obvious because users do not necessarily 

know they are contributing, yet can still be very effective in completing certain tasks. Users 

are not actively participating in solving a problem or providing information, but instead do 

another task entirely where a third party gains information for another topic based on the 

user's actions. In our case users play the game with other users and try to excel in levels and 

we on the back end collect information about user preference on specific policies according 

to their selections and comments during the game.  

Other crowdsourcing applications include Verbosity a game that collects common sense 

facts [110], Tagatune a game that annotates music and sounds[111],Peekaboom a game that 

locates objects in images [109], ESP game, a game that labels images [108] and reCAPTCHA 

which asks people to solve CAPTCHAs to prove they are human, and then provides 

CAPTCHAs from old books that cannot be deciphered by computers, to digitize them for the 

web [120]. 

2.6.4 Serious Games 

Serious games are simulations of real-world events or processes designed for the purpose of 

solving a problem. Although serious games can be entertaining, their main purpose is to 

train or educate users. In consensus one of the main goals is to educate citizens about policy 

making relative to Biofuels and transportation and also inform them of the tradeoffs and 

consequences theirs decisions suggest.  
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Other serious games applications relative to Biofuel and transportation policies include 

CO2GO[121] a mobile application that claims to calculate carbon footprint in real-time while 

on the move, IBM City One Game a city-building simulation game introducing the effects of 

various policies[122], I-Gear uses gamification as a way to optimize mobility patterns within 

a heavily congested European City[123], SimCityEDU: Pollution Challenge is a game-

based learning and assessment tool for middle school students covering the Common Core 

and Next Generation Science Standards[124] and intelenBIG  claims to enable an 

organization to reduce its overall energy consumption through behavioral change at the 

ǎŀƳŜ ǘƛƳŜΣ ƛǘ ƛǎ ŀōƭŜ ǘƻ ǊŀƛǎŜ ŜƴǾƛǊƻƴƳŜƴǘŀƭ ŀǿŀǊŜƴŜǎǎ ŀƳƻƴƎ ƛǘǎ ǇǊŜƳƛǎŜǎΩ ƻŎŎǳǇŀƴǘǎ ƛƴ ŀƴ 

efficient and entertaining way[125]. 
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3 The GLOBIOM Optimization Model  
GLOBIOM is a global recursive dynamic partial equilibrium bottom-up model integrating the 

agricultural, bioenergy and forestry sectors. In this section we will focus solely on the 

optimization approach in the model. For a more complete model description we refer to 

ά5ΦоΦнΦм aƻŘŜƭǎ ŀƴŘ {ƛƳǳƭŀǘƻǊǎ wŜǇƻǊǘέΣ ά5ΦнΦмΦм ¦ǎŜǊ ǊŜǉǳƛǊŜƳŜƴǘǎέ ŀƴŘ ά5ΦнΦпΦм {ȅǎǘŜƳ 

!ǊŎƘƛǘŜŎǘǳǊŜέΦ 

GLOBIOM is an economic linear optimization model wherein the global forestry and 

agriculture market equilibrium is determined by choosing economic activities to maximize 

social welfare (consumer and producer surplus) subject to resource, technological, demand 

and policy constraints following McCarl and Spreen [126]. GLOBIOM is a linear mathematical 

programming model. This type of model is derived from aggregation of more simplified 

linear programming models of production used in microeconomics [127] which have been 

long used in economics for many sectoral problems, in particular in agricultural economics. 

Development of recent computation capacities allowed application of this framework to 

large scale problems with a high level of details.  

The optimization problem in GLOBIOM is a linear programming (LP) problem which can be 

described in the following simplified form: 

ὓὥὼ ὧὢ 

ίȢὸȢ ὥὢ ὦ Ὢέὶ ὥὰὰ Ὥ 

ὢ π 

In the LP problem, decision variables xj (i.e. production activities) are chosen so that a linear 

objective function value cjXj (in GLOBIOM the consumer and producer surplus) of the 

decision variables is optimized given a simultaneous set of linear constraints involving the 

decision variables. The aij, bi, and cj are the exogenous parameters of the LP model where aij 

are the resource requirements, bi the resource endowments and cj the benefit coefficients. 

Different resources are represented by i and different production activities by j [128].  

As GLOBIOM is a linear model, non-linear relationships (i.e. non-linear downward sloped 

demand function) need to be linearized. In this type of approach, the supply side can be very 

detailed, in particular benefiting from the possibility of linearizing the non-linear elements of 

the objective function, the model can be solved as a LP model, allowing a large quantity of 

data to be used for production characteristics. The GLOBIOM model for instance can 

optimize the production for each sector on a large number of geographic units. Additionally, 

many technologies and transformation pathways can be defined for the different sectors. 

This detailed representation on the production side however induces a trade-off on the 

demand side. Because of the linear optimization structure, demand is represented through 

separated demand functions, without a representation of total households budget and the 

associated substitution effects McCarl and Spreen [126]. 
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GLOBIOM is a price endogenous model compared to the standard LP model, where input 

and output prices or quantities are assumed fixed and exogenous. In price endogenous 

models as GLOBIOM, the level of output influences equilibrium prices. The objective 

function maximizes the integral of the area underneath the demand curve minus the integral 

underneath the supply curve, subject to different constraints such as a supply-demand 

balance. The resultant objective function value is commonly called consumer plus producer 

surplus. Producer surplus is determined by the difference between equilibrium prices and 

the cost of the different production factors (labor, land, capital) and purchased inputs. On 

the consumer side, surplus is determined by the level of consumption on each market: the 

lower the equilibrium price is, the higher the consumption level can be as well as the 

consumer surplus. The objective function in GLOBIOM includes the following cost term: 

production cost for the crop- and livestock sector, costs for irrigation water, land use change 

costs, processing costs, trade costs and a potential tax on greenhouse gas emissions.  

GLOBIOM covers the whole world aggregated to 57 market regions. It is based on the spatial 

equilibrium approach developed by Takayama and Judge [129] which enables optimization 

across different regions. Production and consumption usually occurs in spatially separated 

regions, each having supply and demand relations. In a solution, if the regional prices differ 

by more than the interregional cost of transporting goods, then trade will occur and the 

price difference will be driven down to the transport cost[128]. 

Objective function 
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The supply ς demand balance ensures that for each region, product and time period the 

endogenous demand is met by supply of the different crop-, livestock, bioenergy and forest 

product plus imports from other regions minus exports to other regions. 

Supply - demand balance 
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Equation 3 limits available land for the production activities in the different sectors (crop-, 

livestock- and forest sector) to total land available in that land cover category i.e. the area of 

crops planted cannot exceed the area of cropland available. In the land use change equation 

(4), land available in each land cover class is defined as the initial land endowments at the 

beginning of a period, plus land converted to that class minus land being converted to 

another class. After each period, initial land endowments in each land cover class get 

updated for the next period. In equation 5, maximum land conversion is limited to the 

available land suitable for conversion i.e. inside Europe conversion of forests and grassland is 

restricted. 

Land use balance 
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Variables 

D demand quantity [tonnes, m3, kcal] 

W irrigation water consumption [m3] 

Q  land use/cover change [ha] 

A  land in different activities [ha] 

B livestock production [kcal] 

P processed quantity of primary input [tonnes, m3] 

T inter-regionally traded quantity [tonnes, m3, kcal] 

E greenhouse gas emissions [t CO2eq] 

L  available land [ha] 

Functions 

˒demd demand function (constant elasticity function) 

˒splw  water supply function (constant elasticity function) 

˒lucc  land use/cover change cost function (linear function) 

˒trad  trade cost function (constant elasticity function) 
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Parameters 

ˍland land management cost except for water [$ / ha] 

ˍlive livestock production cost [$ / kcal]  

ˍproc processing cost [$ / unit (t or m3) of primary input]  

ˍemit potential tax on greenhouse gas emissions [$ / t CO2eq] 

dtarg ŜȄƻƎŜƴƻǳǎƭȅ ƎƛǾŜƴ ǘŀǊƎŜǘ ŘŜƳŀƴŘ όŜΦƎΦ ōƛƻŦǳŜƭ ǘŀǊƎŜǘǎύ ώ9WΣ ƳоΣ ƪŎŀƭΣΧϐ 

ʰland crop and tree yields [tonnes / ha, or m3 / ha] 

ʰlive livestock technical coefficients (1 for livestock calories, negative number for feed 

requirements [t/kcal])  

ʰproc conversion coefficients (-1 for primary products, positive number for final products 

[e.g. GJ/m3]) 

Linit initial endowment of land of given land use / cover class [ha] 

Lsuit total area of land suitable for particular land uses / covers [ha]  

 ̟ irrigation water requirements [m3/ha] 

ʶland, ʁ live, ʁ proc, ʁ lucc emission coefficients [t CO2eq/unit of activity] 

Indexes 

r economic region (57 aggregated regions and individual countries) 

t  time period (10 years steps) 

c country (203) 

o altitude class (0 ς 300, 300 ς 600, 600 ς 1100, 1100 ς 2500, > 2500, in meter above 

see level)  

p slope class (0 ς 3, 3 ς 6, 6 ς 10, 10 ς 15, 15 ς 30, 30 ς 50, > 50, in degree) 

q soil class (sandy, loamy, clay, stony, peat) 

l land cover/use type (cropland, grassland, managed forest, fast growing tree 

plantations, pristine forest, other natural vegetation) 

s  species (18 crops, managed forests, fast growing tree plantations) 

m technologies: land use management (low input, high input, irrigated, subsistence, 

άŎǳǊǊŜƴǘέύΣ ǇǊƛƳŀǊȅ ŦƻǊŜǎǘ ǇǊƻŘǳŎǘǎ ǘǊŀƴǎŦƻǊƳŀǘƛƻƴ όǎŀǿƴǿƻƻŘ ŀƴŘ ǿƻƻŘǇǳƭǇ 

production), bioenergy conversion (first generation ethanol and biodiesel, energy 

production from forest biomass ς fermentation, gasification, and CHP)  
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y outputs (primary: 18 crops, sawlogs, pulplogs, other industrial logs, fuel wood, 

plantations biomass, processed products: forest products (sawnwood and 

woodpulp), first generation biofuels (ethanol and biodiesel), second generation 

biofuels (ethanol and methanol), other bioenergy (power, heat and gas)  

e greenhouse gas accounts: CO2 from land use change, CH4 from enteric 

fermentation, rice production, and manure management, and N2O from synthetic 

fertilizers and from manure management, CO2 savings/emissions from biofuels 

substituting fossil fuels 

To solve the optimization problem described above, GLOBIOM uses the GAMS/Cplex solver. 

This solver allows combining the high level modeling capabilities of GAMS (General Algebraic 

Modeling System) software with the power of Cplex optimizers. Cplex optimizers are 

designed to solve large, difficult problems quickly and with minimal user intervention 

applying the simplex method. Cplex provides solution algorithms for linear, quadratically 

constrained and mixed integer programming problems. 

  



 

Consensus Output/Deliverable 4.2.1     Page 55 of 148 
 

4 Multi -Objective Optimization and Visualization Tool 

(MOOViz) 

4.1 Introduction to the MOOViz Tool 
Decision makers are often required to account for multiple conflicting objectives when 

selecting a policy for a problem, overall resulting in a potentially large number of candidate 

policies to consider. The MOOViz tool is aimed at assisting decision makers in the process of 

selecting a preferred policy amongst a set of candidate policies. 

Within a given dataset, an ideal policy is one that achieves better objective results than all 

other policies. The problem is that usually no such policy exists due to tradeoffs among 

different criteria. Often, when one objective is improved, other objectives decrease. The task 

of the decision maker is to find a policy that makes a good compromise of the objective 

values. Finding a good policy is particularly difficult when the number of options is large and 

many objectives must be simultaneously considered. 

 

Figure 3: High-level view of MOOViz workflow 

The MOOViz tool uses analytics, rich visualizations, and interactions to guide the decision 

making process until a decision is made. Figure 3 shows a high-level view of the MOOViz 

workflow. MOOViz accepts two inputs: a set of objectives to optimize (maximize or 

minimize) and a set of alternate policies. Each policy represents a possible action and carries 

numeric measures for each objective. The output is the best policy according to the user 

preferences. For example Table 4, presents a problem of selecting one of four candidate 

policies considering three objectives. 
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Table 4: MOOViz inputs ς a domain-definition containing three objectives and a corresponding scenario 
containing four policies 

O1 Maximize 

O2 Maximize 

O3 Maximize 

 

 O1 O2 O3 

A 100 100 100 

B 80 90 70 

C 110 90 100 

D 100 140 70 

  
One analytics that MOOViz uses is Pareto filtering. The Pareto filter removes policies that are 

dominated by other better policies in all objectives. For example, considering the policy in 

Table 4, policy B is dominated by policy A as it is worse in all objectives. On the other hand, 

there is no domination between policies A and C as each policy has its benefits and 

drawbacks. Applying the Pareto filter on this dataset will result with policies A, C and D.  

The result dataset after applying a Pareto-Filter is called the Pareto Frontier or the Optimal 

set. A decision-maker should consider only the policies on the optimal set. Indeed, MOOViz 

initially presents the optimal policies. MOOViz also provides the ability to look at the Auto-

Excluded policies and provides explanation why a particular policy was excluded. 

For the optimal policies, MOOViz provides two visualizations techniques (Sommos2 and 

parallel-coordinates3) for exploring and analyzing the data. When the user clicks on a 

particular policy a popup is showing details for the policy.  

Sliders can be used for filtering policies by their objectives values. Finally, the user can focus 

on the filtered policies showing a 'zoomed' view of the filtered policies. 

As the user observes the data, she can add policies to the list of favorites. The 'favorites' is a 

narrow subset of finalist policies ς making the decision among them easier. The user 

compares the favorite policies using a parallel-coordinate chart. Again, the user can filter-out 

policies using sliders and details are provided on demand.  

When the user reaches the decision that a particular policy is the right approach, the user 

marks the policy as final and click the done button. The chosen policy is returned back to the 

hosting application. 

4.2 Introduction to Multi Objective Optimization Problems  
A multi objective optimization problem is defined as an optimization problem in which there 

are multiple objectives that need to be optimized in simultaneously. In most cases, there is 

no single solution that optimizes all objectives, because the objective functions are usually 

                                                           
2
 In the next sections it is referred to as Map or Polygon view 

3
 In the next sections it is referred to as Lines view 
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conflicting. In other words, optimizing one objective will worsen others. A solution is called 

Pareto optimal or non-dominated if all other solutions are worse in at least one objective 

value. In other words, a solution is Pareto optimal if none of the objective functions can be 

improved without damaging other objective function(s). Clearly, if a solution is not Pareto 

optimal, than there exists a solution which is better than it on all objectives. Thus, it is 

natural to focus in such Pareto solutions when this is computationally feasible.  This set of 

solutions is called the Pareto front of the optimization problem. 

Solving4 multi objective problems is a difficult task. There are several approaches for that. 

The most intuitive one is to convert the multi objective optimization problem into a single 

objective optimization problem (for examples, by using a weighted sum of the multi 

objectives), and applying single objective optimization methods. Other approaches include 

the no preference method, a priori methods, a posteriori methods, and more. 

Multi optimization problems are encountered in many applications in economics, 

engineering and science. In the context of decision making, each solution refers to a certain 

policy. As stated, policies that reside on the Pareto front are considered equally good, and 

the final policy (solution) chosen depends on the user and involves subjective biases. 

4.2.1 Mathematical Background  

Let X  be a set and )(,...,),(1 xfxf N  functions from X to 1R . A multi objective 

optimization problem is defined as follows: 

( ))(),...,(),(min 21 xfxfxf N  

Subject to XxÍ  

The set X  represents the space of feasible solutions. Note that if an objective function 

needs to be maximized, the representation still holds when replacing ()xfn  with ()( )xfn- .  

In order to define a Pareto optimal solution, let us first define dominate solution. 

Let Xxx ji Í, be two solutions to the multi objective optimization problem. 

ix dominates jx if the following conditions hold: 

¶ () () Nnxfxf jnin ,...,2,1, =¢  namely for each objective functions, the value 

of ix  does not exceed the value of jx  

¶ Nkk ¢<$ 0, such that () ()jkik xfxf <  namely for at least one objective 

function for which the value of ix is smaller than the value of jx  

A solution is Pareto optimal if no other solution dominates it. 

                                                           
4
 Solving in this context refers to finding the set of solutions that reside on the Pareto front 
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4.3 Research Overview  
Decision processes that involve Multi-Objective Optimization problems raise many 

challenges. The first challenge is solving the optimization problem, namely finding the Pareto 

optimal solutions, or at least filtering the dominated solutions out of a given set of solutions. 

The second challenge is visualize the Pareto optimal solutions. This challenge can be divided 

to two different problems: how to visualize the Pareto optimal solutions in 2D when typically 

the number of objectives is above 3, and how to visualize the Pareto front in a way that 

would assist the decision maker to better understand the tradeoffs between the various 

objective functions. 

The research conducted in IBM focused on these topics, and in addition on validating the 

suggested approaches on various problems. [130] is focused on the challenge of visualizing 

the Pareto front of the Multi-Objective Optimization problem. The suggested solution 

(implemented in MOOViz tool) is using Self-Organizing Map. This approach was 

demonstrated on two real world problems, and was found to provide consistent orientation 

of the 2D mapping and an appropriate visual representation of the Pareto optimal solutions. 

A question that emerges from the visualization challenge involves the ability to evaluate the 

various visualizations. There exist several methods for visual representation of the Pareto 

front, but not all of them are equally good. In order to compare between them, a framework 

is required that would be able to provide evaluation of the various options.[131] suggests a 

suitable method that focuses on the ability of the visualization to facilitate a better 

understanding of inter-objective trade-offs to assist in the decision making process. The 

method was used to evaluate two visualization aids: Parallel Coordinates and an adaption of 

Self Organizing Maps. The visualizations were compared with tabular data presentation. The 

results show that the first visualization is more effective than tabular visualization. 

The offered visualization using Self Organizing maps was further tested on another 

application[132]: simulation performance which is evaluated according to multiple quality 

measures, some of them conflicting. The various performance criteria serve as multiple 

objective functions, and vector optimization is performed. The approach was applied to a 

specific Artificial Neural Network simulation with several quality measures. The used 

visualization as implemented in MOOViz tool assisted in the process of understanding the 

tradeoffs and choosing the optimal configuration for the simulation process. 

Another challenge in the domain of multi objective optimization in the context of decision 

making, is how to efficiently find a Pareto optimal solution, starting from an initial sub-

optimal solution given by the decision maker.[133] suggests a mechanism to handle this 

challenge using two different methods, which are analyzed and tested. 

4.4 MOOViz technical Model Specification  

4.4.1 Domain Definition for MOOViz Tool  

As a generic technology, the MOOViz tool requires the definition of the domain of interest. A 

domain consists of a set of policy objectives, constraints (optional), and a set of decision 

variables.  Using MOOViz the decision maker aims at evaluating different candidate 

alternatives to the decision problem. Each policy alternative consists of a specific assignment 
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to the decision variables and its corresponding objectives. Typically, the policy domain 

definition is set once when setting the tool for handling a new policy domain. A definition of 

the domain would rarely change during the decision making process. However, it may be 

that in future interactions with the decision maker, the domain specification would 

dynamically change to accommodate to the cognitive model of decision maker. 

4.4.1.1 Attributes  

A 'DomainDefinition' JSON5 object specifies a multi-objective decision problem. The 

'objectives' section lists the objectives that have to be simultaneously minimized or 

maximized. The 'designParams' section lists the definition of decision variables comprise a 

policy alternative. 

¶ key  [mandatory, string]  ς identifies this domain 

¶ objectives  ς [mandatory, list]. Each objective is specified using the following 
attributes: 

o key  ς [mandatory, string] technical identification of an objective  
o fullName  ς [optional, string] human readable name of the objective. 

This name will appear in all UI interactions. If this attribute is not 
specified the 'name' attribute is used instead 

¶ description  ς [optional, String] human readable description of the objective 

¶ format  ς [optional, String] a number formatting pattern used to stringify 
numbers. The pattern string is according to 
http://www.unicode.org/reports/tr35/tr35-
numbers.html#Number_Format_Patterns  

¶ enumVals ς [optional, list of strings] zero based enumeration labels 

¶ isMin  ς [mandatory, Boolean] specifies whether this objective should be 
minimized (true) or maximized 

¶ range  ς [optional, object] ς specifies the lower and upper bounds of the 
objective values. When the range is not specified in a domain then the concrete 
scenario automatically computes the range to the minimum and maximum 
values of this objective in the scenario solutions 

o low  ς [optional, number] specifies the objective scale lower bound. If 
not specified, the lower bound is compensated by a percentage denoted 
by the configuration file. (A document specifying an application 
configuration would be provided separately) 

o high  ς [optional, number] specifies the objective scale high bound. If 
not specified, the lower bound is compensated by a percentage denoted 
by the configuration file 

¶ designParams  [optional, list]. ς Similar to 'objectives', but a design parameter 
has no isMin attribute because it cannot be optimized 

Note, that within a domainDefinition the key attribute of the objectives and 

designParams must be unique. 

4.4.1.2 Domain Definition Sample for the Biofuel Use Case 

Following, a sample JSON file for describing the objectives data in the MOOViz tool for the 

biofuel policy scenario is provided. This domain definition is expected to evolve when 

additional metrics from the GLOBIOM model will be included in the MOOViz tool. 

                                                           
5
 See http://en.wikipedia.org/wiki/JSON  

http://www.unicode.org/reports/tr35/tr35-numbers.html#Number_Format_Patterns
http://www.unicode.org/reports/tr35/tr35-numbers.html#Number_Format_Patterns
http://en.wikipedia.org/wiki/JSON
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Figure 4:  Biofuel Scenario Domain Definition 
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4.4.1.3 Domain Definition Sample for the Road Pricing Use Case 

Following, a sample JSON file for describing the objectives data in the MOOViz tool, for the 

road pricing policy scenario. This Domain definition is expected to evolve after the 

integration of the transportation models with the MOOViz tool. 

 

Figure 5:  Transportation Scenario Domain Definition 
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4.4.2 Policy Alternatives Data  

An 'Alternative Policy' object represents a possible assignment to the multi-objective 

problem. A typical decision problem has multiple candidate policies that together form a 

Pareto-Frontier. The policy Alternatives are JSON objects that automatically generated out 

of the simulation results. 

4.4.2.1 Attributes  

Each policy alternative is specified using the following attributes: 

¶ id ς [Mandatory, number] technical identification of a solution 

¶ name ς [optional, string] human readable name 

¶ objectives ς [mandatory, map<string, number>] Each entry in this map specifies 

the value of a particular objective (referenced using its 'key' attribute) 

¶ designParams ς [optional, map<string, number>] Each entry in this map specifies 

the value of a particular Design-Parameter (referenced using its 'key' attribute) 

¶ descriptionHtml ς [optional, String] An Html snippet describing this solution. 

This html can be used in a web client solution tooltip for example 

¶ appData ς [optional, map<String, String>] a placeholder to carry domain-specific 

applicative data 

¶ status ς [generated, enum: "FRONT", "EXCLUDED", "INCOMPLETE"] classifies this 

solution as being on the Pareto frontier, being Pareto-dominated, or having 

incomplete data 

¶ statusCause ς [generated,  object] carry error information 

o errorCode ς [String. one of: "MISSING_OBJECTIVE_VALUE", 

"RANGE_MISMATCH", "MISSING_DESIGN_VALUE"] 

o tokens ς [array of strings] carry the error information 

o message ς a human readable message (English) 

4.4.3 Decision Scenario Data 

A Scenario  is a unit of information that couples a DomainDefinition with a set of policy 

alternatives:  

¶ key  ς [mandatory, string] unique identifier of the scenario 

¶ embeddedDomainDefinition  ς [optional, DomainDefinition] an inline\embedded 

DomainDefinition 

¶ domainDefinitionRef  ς [optional, String] the key of a referenced domain definition 

¶ policies  ς [mandatory, list of policy alternatives] ς the alternatives for solving the 

optimization problem. The solutions' objective values do not need to be on the 
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Pareto frontier. The solution 'id' attribute must be unique within all solutions in a 

scenario 

Note: Exactly one of the attributes 'domainDefinition' or 'domainDefinitionRef' must be 

provided. This is for relating the scenario to one Domain Definition. 

4.5 Using MOOViz Tool for Bio-Fuel Scenario 

4.5.1 Introduction  

The MOOViz tool for Bio-Fuel scenario is aimed at assisting policy makers to explore policy 

alternatives, to better understand the trade-offs between objectives, and coming into 

educated decision that is taking into account the entire aspects. 

Note that a link to the prototype is provided within Deliverable D4.1.1 Optimization and 

Visual Analytics Prototypes (due to confidentiality considerations). 

Following the link will open the application main page: 

 

Figure 6: MOOViz tool in bio-fuel scenario ς Snapshot of application 

 

The page is composed of several viewports. Figure 7 contains the names of the various 

components that are described in the following sections. 
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Figure 7: : MOOViz tool in bio-fuel scenario ς main components 

4.5.2 The Polygon 

The main viewport of the application contains a polygon, with a vertex for each objective 

function. Each objective function has a different color. The corners form a symmetric 

polygon, which is used to visualize, in two dimensions, the natural high dimensional space in 

which each dimension represents a different objective function. In each corner, the name of 

the objective function and its range of values are presented:  

 

Figure 8: MOOViz tool in bio-fuel scenario ς objective visualization 

The order of the values indicates whether we maximize or minimize the objective. If the first 

ǾŀƭǳŜ ƛǎ άƳƛƴέΣ ǘƘŜ ƻōƧŜŎǘƛǾŜ ƛǎ ōŜƛƴƎ ƳŀȄƛƳƛȊŜŘΦ LŦ ǘƘŜ ŦƛǊǎǘ ǾŀƭǳŜ ƛǎ άƳŀȄέΣ ǘƘŜ ƻōƧŜŎǘƛǾŜ ƛǎ 

being minimized: 

 

Figure 9: MOOViz tool in bio-fuel scenario ς optimization direction 

By clicking the colored circle, the corresponding objective function is disabled: 



 

Consensus Output/Deliverable 4.2.1     Page 65 of 148 
 

  

Figure 10: MOOViz tool in bio-fuel scenario ςdisabled objective 

4.5.3 Policy Glyphs  

A glyph on the polygon represents a solution of the multi-objective optimization problem, 

that resides on the Pareto fron. Each policy on the Pareto front is visualized by a circle inside 

the polygon.  This circle is termed glyph. 

 

Figure 11: MOOViz tool in bio-fuel scenario ς policy glyph  

Each glyph is divided into equal slices where each slice faces the value of its corresponding 

objective. The slice color is indicating to which objective it refers: 

 

Figure 12: MOOViz tool in bio-fuel scenario ς referring slice to objective 

The size of the colored slice indicates how large the value is. The location of the policy glyph 

ƛƴǎƛŘŜ ǘƘŜ ǇƻƭȅƎƻƴ ŀƛƳŜŘ ŀǘ ǊŜŦƭŜŎǘƛƴƎ ǘƘŜ άŘƛǎǘŀƴŎŜέ ŦǊƻƳ ǘƘŜ ƻǇǘƛƳŀƭ ƻōƧŜŎǘƛǾŜ ǾŀƭǳŜΦ 

These locations are determined using a complex optimization process, and the final locations 

are a local optimum of this optimization process.  

Note that the glyph location optimization problem is not the policy multi objective 

optimization problem and is aimed at optimizing visualization parameters such as the 

orientation of the points in space, the distance between them and their distance from the 

polygon corners (anchors). 

²ƘŜƴ ǘƘŜ ƳƻǳǎŜ ƛǎ ǇƭŀŎŜŘ ƻǾŜǊ ŀ ŎŜǊǘŀƛƴ ǇƻƭƛŎȅ ƎƭȅǇƘΣ ǘƘŜ ƎƭȅǇƘΩǎ ōƻǊŘŜǊ ōŜŎƻƳŜǎ ōƻƭŘΣ ŀƴŘ 

its details presented: 
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Figure 13: MOOViz tool in bio-fuel scenario ς details of policy 

And when the user clicks on a policy glyph, a tooltip window is shown. The tooltip window 

presents the values of the various objectives for that policy. 

 

Figure 14: MOOViz tool in bio-fuel scenario ς tooltip window details 

In addition it allows the following actions: 

¶ Adding the policy to the list of favorite policies: Usually the decided policy is chosen 

from the list of favorites. The list allows the user to concentrate only on a subset of 

the optimal policies that reflect her preferences. Adding a policy to the favorites set 

is done by clicking the star on the top left part of the window ( ). After clicking 

on the star, it changes its color to yellow and a small yellow star appears next to the 

policy glyph: 

 

Figure 15: MOOViz tool in bio-fuel scenario ς policy added to favorites 

It should be noted that after this action, the window closes and in order to perform 

additional actions, the policy glyph needs to be clicked again. 

¶ Highlight the policy. Highlight the policy can assist in reducing the set of policies 

from which favorites are chosen. In addition, when viewing policies on the lines view 

(see corresponding section), highlighting policies can assist in analysis of the 

information. This is done by clicking the highlight button at the left of the star on the 

top right part of the window ( ). The policy glyph turns to yellow and the 

window closes: 
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Figure 16: MOOViz tool in bio-fuel scenario ς policy highlighted 

¶ Mark a policy as the decided policy. This should be done after considering the 

favorite policies, and upon taking a final decision. is the choice is selected by clicking 

ǘƘŜ ά¢Ƙƛǎ ƛǎ Ƴȅ ŘŜŎƛǎƛƻƴέ ōǳǘǘƻƴ ŀǘ ǘƘŜ ƭƻǿŜǊ ǇŀǊǘ ƻŦ ǘƘŜ ǿƛƴŘƻǿ ƻŦ ǘƘŜ ŎƘƻǎŜƴ 

policy:  

After clicking this button the window closes, and the policy glyph turns to bold blue: 

 

Figure 17: MOOViz tool in bio-fuel scenario ς policy marked as decision 

Comments on policies: 

¶ In certain cases, in the tooltip window opened by clicking the policy glyph, the 

application suggests other policies that may be more appealing. In this case, clicking 

on the blue text opens a larger window that allows performing tradeoff analysis. 

This will be explained in the continuation. 

 

Figure 18: MOOViz tool in bio-fuel scenario ς example of more appealing policies in window tooltip 

¶ After the chosen policy is marked, its name appears on the top right part of the 

application, and the user can press the done button which indicates the session is 

done: 

 

Figure 19: MOOViz tool in bio-fuel scenario ς decision panel 
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When the mouse is placed on the name of the chosen policy, a red X appears to the 

left of the name. Clicking it will remove the chosen policy so that another policy can 

be decided instead: 

 

Figure 20: MOOViz tool in bio-fuel scenario ς delete decision example 

¶ When an objective is disabled, some policies may be removed from the Pareto front. 

In this case, the slice related to the disabled objective will also be disabled: 

 

Figure 21: MOOViz tool in bio-fuel scenario ς policy glyph with a disabled objective 

4.5.4 Range sliders 

Range sliders are located to the left of the polygon. The range sliders allow the user to 

change the range of the various objectives to reflect her preferences: 

 

Figure 22: MOOViz tool in bio-fuel scenario ς range sliders 

Each range slider is associated with a certain objective (the colors and names correspond to 

the vertices of the polygon). Each slider has two buttons, one on the right hand side of the 

slider, and on the left hand side of the slider. By clicking the buttons and moving them along 

the slider, the range of legitimate values of the objective change. This allows filtering out 

policies that do not meet the values induced by the new range. The color change reflects the 

direction of the values in the objectives: the darker the color of the objective, the better it is 

for that objective. For example in the Figure 22 above, the aim is to maximize bio diversity 

(dark color is on the right) and to minimize CO2 Emission (dark color is on the left).  
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4.5.5 Optimal and Auto -excluded policies  

Located in the top right part of the screen below the upper panel, these tabs are used to list 

all the available policies (divided to optimal and auto-excluded): 

 

Figure 23: MOOViz tool in bio-fuel scenario ς optimal and auto-excluded tabs 

The Optimal tab contains the list of policies (solutions) that belong to the Pareto front of the 

multi objective optimization problem. The Auto-Excluded tab contains the policies 

(solutions) that were filtered out because they do not reside on the Pareto front (in other 

words ς there are dominated by other policies). 

Clicking on each of the tabs opens a detailed list of policies: 

 

Figure 24: MOOViz tool in bio-fuel scenario ς optimal policies tab 

 

¶ When the mouse is over a certain policy, the corresponding policy glyph inside the 

polygon becomes bold gray: 
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Figure 25: MOOViz tool in bio-fuel scenario ς example of gray policy glyph when mouse is placed over an 
optimal policy name 

¶ Clicking the name of the policy that appears as a link, opens a window identical to 

the one opened when clicking a policy glyph inside the polygon. The same actions 

are available (see corresponding section). 

¶ A policy can be added to the favorites list by clicking the star to the left of the policy 

name. In the list, the star becomes yellow, and a small star appears next to the 

policy glyph inside the polygon. 

 

Figure 26: MOOViz tool in bio-fuel scenario ς adding policy to favorites from optimal policies tab 

¶ When a policy is added to the favorites list, sometimes more appealing policies exist. 

For example, there may be other Pareto optimal policies in which the values of one 

objective is slightly less appealing, but in other objectives it can be much more 

appealing6. In a similar fashion to the option in the window of the policy glyph, a 

message may appear on the bottom right part of the screen. This message notifies 

ƻƴ ƻǇǘƛƻƴǎ ǘƘŀǘ Ŏŀƴ ōŜ ƳƻǊŜ ŀǇǇŜŀƭƛƴƎΦ /ƭƛŎƪƛƴƎ ƻƴ ǘƘŜ ōƭǳŜ ά/ƻƴǎƛŘŜǊΧέ link opens 

a tradeoff analysis window. Its functionality will be described later. 

 

Figure 27: MOOViz tool in bio-fuel scenario ς example of notification on existing appealing policies 

¶ A highlighted policy appears highlighted in the list: 

 

Figure 28: MOOViz tool in bio-fuel scenario ς highlighted policy in the optimal policies tab 

¶ When policies are excluded as a result of changing the slider values, the 

corresponding policy in the list is disabled: 

 

Figure 29: MOOViz tool in bio-fuel scenario ς excluded policy in the optimal policies tab 

                                                           
6
 For more information see the section related to tradeoff analysis 
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¶ ²ƘŜƴ ŀ ǇƻƭƛŎȅ ƛǎ ŎƘƻǎŜƴ όά¢Ƙƛǎ ƛǎ Ƴȅ ŘŜŎƛǎƛƻƴέ ƛƴ ǘƘŜ ǿƛƴŘƻǿύΣ ƛǘ ƛǎ ƳŀǊƪŜŘ ǿƛǘƘ ŀ 

blue underline: 

 

Figure 30: MOOViz tool in bio-fuel scenario ς decided policy in the optimal policies tab 

¶ A policy can be a combination of subsets or all the above mentioned characteristics: 

 

Figure 31: MOOViz tool in bio-fuel scenario ς combination of excluded, highlighted, decided and favorite policy 

The same operations can be done on the Auto-Excluded policies. Note that an auto excluded 

policy can still be added to the favorites list or chosen as the decided policy although it is not 

optimal. In addition, since these policies are not reflected visually in the polygon, the effects 

will only be seen in the list. 

4.5.6 Top left panel  

This panel consists of several action buttons. When the tool is uploaded, before any changes 

are done, all are disabled (top part).  

After operations are done, subsets or all of them can be enabled (bottom part) 

 

 

Figure 32: MOOViz tool in bio-fuel scenario ς top left panel 

The functionality of the various buttons: 

¶ Undo ς undo last operation. Multiple consecutive undo operations are allowed 

(history of operations is saved). 

¶ Redo ς redo last operation. Multiple consecutive redo operations are allowed 

(history of operations is saved). 

¶ Zoom in ς see corresponding section on zooming. 

¶ Clear favorites ς clear the list of favorite policies. Star tagging is removed from 

favorite policies. 
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¶ Reset all ς get back to the initial state. In particular, favorite policies are cleared, 

zoomed views are removed, sliders are reset to initial ranges and filtered out 

measures are enabled. 

4.5.7 Lines view   

In addition to the polygon view (which is entitled map), there is an option to view the 

policies in lines. This view assists in visualization of the policies in a different fashion 

compared to the polygon representation. Changing the view is done by clicking on the view 

icons that are located on the top right part of the screen to the left of the optimal and auto-

excluded lists: 

 

Figure 33: MOOViz tool in bio-fuel scenario ς moving from polygon to lines view 

The left button is for map view and the right is for lines view. The current view is marked 

with a blue line below. 

Below is a snapshot of the lines view: 

 

Figure 34: MOOViz tool in bio-fuel scenario ς lines view 

And a zoom on the lines: 
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Figure 35: MOOViz tool in bio-fuel scenario ς lines view, zoom on lines area 

In the lines view, each vertical line corresponds to a certain objective. The names and colors 

correspond to the map (polygon) view and are listed below the line. Each policy is 

represented by a line of a different color. The points in which a policy meets the various 

objective lines corresponds to the value of the objective for this policy. The upper parts of 

the lines correspond to better values in the corresponding objective. When the mouse is 

moved on a certain policy, its line becomes thicker and its name appears: 

 






























































































































