SEVENTH FRAMEWORK PROGRAMME
THEME ICT-2013.5.4

"ICT for Governance and Policy Modellihg

SEVENTH FRAMEWORK
PROGRAMME

D4.2.1
Optimization and Visual Analytics Report

Project acronym: Consensus

Project full title : Multi-Objective Decision Making Tools through Citizen Engagement

Contract no.: 611688

Workpackage: 4 | Optimization & Visual Analysis
Editors: M. Gavish, D. BargsA. Ronen IBM
Author(s): M. Gavish, D. BarasA. Ronen IBM
K. Tserpes, A. Xenaki NTUA
S. Frank, P. Havlik [IASA
L. Kallipolitis ATC
J. Fuchs, T. Schreck, D. Keim UKON
G.Ceccarelli OXFAM
L.Mathe WWF
A. Kopsacheili, G. Yannis, K. Diamandourd ERF
Authorized by K. Tserpes NTUA
Doc Ref: D4.2.1
Reviewer(s): K. Tserpes NTUA
A. Ronen IBM
Dissemination Level PU

Consensu®utput/Deliverablet.2.1 Pagel of 148



Consensus Consortium

No Name Short name Country

1 Institute of Communication and Computer NTUA Greece
Systems/National Technical University of Athens

2 IBM Israel Science and Technology Ltd. IBM Israel

3 International Institute for Applied Systems Analysis 1IASA Austria

4 Athens Technology Center ATC Greece

5 University of Konstanz UKON Germany

6 OXFAM ltalia ONLUS OXFAM Italy

7 WWF- World Wide Fund for Nature WWF Switzerland

8 European Union Road Federation ERF Belgium

Document History

Version Date Changes Author/Affiliation
v.0.1 19-06-2014 TOC M. Gavish/IBM
v.0.2 19-06-2014 TOC Review K. Tserpes INTUA
v.0.31 05-08-2014 Section 2.5, Chapter 6 J. FuchgUKON

T. SchreckUKON
D. Keim/UKON
v.0.32 28-08-2014 Section 2.4 A. KopsacheilERF
G. Yannis/ERF
K. Diamandouros/ERF
v.0.33 29-08-2014 Section 2.3 L.Mathe/WWF,
G.Ceccarelli/OXFAM
v.0.34 01-09-2014 Chapter 3 S. Frank/lIIASA
P. Havlik/IIASA
v.0.35 03-09-2014 Section 2.6, Chapter 5 A. Xenaki/ NTUA
N. Dimakopoulos/ATC
L. Kallipolitis/ATC
v.0.36 05-09-2014 Section 2.2, Chapter 4 M. Gavish/IBM
D. Baras/IBM
v.0.4 14-09-2014 1% Integrated Version M. Gavish/IBM
D. BarasIBM
v.0.5 16-09-2014 Review of Individual Chapters by M. Gavish/IBM
Authors D. Bara¢lBM
v.0.6 24-09-2014 Revision for Review M. Gavish/IBM
D. Bara$IlBM
v0.61 28-09-2014 Review Comments K. Tserpes INTUA
v.1.0 29-09-2014 Final Revision M. Gavish/IBM
D. Bara¢lBM

Consensu®utput/Deliverablet.2.1

Page2 of 148




Executive Summary

This paperDeliverable D4.2.1 Optimization and Visual Analytics Reiganofficial
deliverablethat accompanie®eliverable D4..1 Optimization and Visual Analytics
Prototypes.

In this paper, welocument our research challenges and findings and describe the models
and components we developed within WP4. We also document the Consensus software
components, including their design, depioent, and use.

Specifically, the major topics of this report are muolbjective optimization, visual
interactive aids, conflict analysis, and crowdsourcing validation.

Thisreport is the first of three revisions of the Optimiza and Visual analyticeport and is
submitted in Month 12 of the project. The next revision will be submitted in Month 24 and
the final one in Month 30.

Thisdeliverableis organized into six chapters:

Chapter lis an introductory bapterthat provides more details about this document and its
methodology and scope.

Scientific background is presentedGhapter 2

Chapter 3deakwith the GLOBIOM optimization model.

In Chapter4, we presentthe Consensubulti-Objective Optimization andlisualization Tool
(MOOViz). This is a major prototype within this work package thateaded for policy

decision makers to assist them in the overall process of decision making.

Chapter Sis dedicated to Consensus Gama web tool intended for the pdle and aimed at
education, collaboration, and communicating policy decision conflicts to the citizens as well

as for enabling citizens to express their policy preferences.

Finally,Chapter6, Visual Analyticsfocuses on visual support, interaction paddies, and
automatic algorithms that are essential for augmenting the capabilities in the decision cycle.
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1 Introduction

Almost everyrealtlife policy determination problem encountered is actually a multi

objective problem. Multobjective decisions are made implicitly aimdnost cases, people

are not specifically aware they are solving a maiffective problem. Some decision

situations, however, cannot be solved on the basis of casual intuition for a variety reasons.
For example, some cases might involve substantial cpreseces, londerm impacts

affecting many people, irreversibility, uncorrected mistakes, or a large number of
alternatives. In such cases, a policy decision support framework is necessary. Note that such
problems exist in almost argolicy implementatiorsector.

Policy decision makers are faced daily with different policy choices and objectives that, more
often than not, are subject to inherent conflicts, implying underlying traffe that must be

taken into account. Under these circumstances, some fdfrishegisionmaking aid is

required to help decision makers in preparing and making their decisions and to study
decision problems in which more than one point of view must be considered.

The Consensus project strives to support policy decision makers thwatthe steps of the
policy decisiormaking lifecycle, through a multidisciplinary partnership among experts from
the fields of operational research, decision science, social technologies (gamification,
crowdsourcing, and social analytics), applied systealysis, and visual analytics.

The developed framework will be validated through the modelling and evaluation of two
realworld (complex) policy decision scenaridsiofuel and transport.

1.1 Objectives

The objective of BH.1 is to report the research anéc¢hnical development (RTD) work
towards thedevelopment of the Consensus tools that was done within V@imization
and Visual Analytics. This repadcompanies the software prototypes delivered within
D4.1.1.

This report presents the scientific chaligrs, research, and innovations, as well as the
technical implementation notes of the prototypes developed.

Note that pilot testing of the prototypes for evaluating the tools' capabilities will be
executed within WP5. Therefore, this deliverable will beleated during the first project
iteration, and an updated revision will be deliverée.(D4.2.2) during the second year of

the project to develop the final tools and technologies that, once integrated, will implement
the Consensus vision.
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1.2 Scope
Thea O2 LIS 2F (GKAA NBLRNI A& RSY2YyAadGNYGSR dzaaAy3a i
diagram:

Consensus MOOViz Policy Context Consensus Game
Definition

Citizen Preferences  End User
Web Game

Policy Impact

Model

Implementation \ (‘ §

Policy Qutcome

Objectives, Constraints

Web Resourees

Citizen Preferences

Optimization

Pareto Opti$|aI$olutions
UserSelectionand/or

Optimal Solutions Se n
Interactive DS [itizen Preferences Crowdsourcmg &
Social Analytics

Alternatives

Decision Space
Exploration

Policy Implementation
Parametric Representation

Visualization

FigurelY / 2y aSyadza 02YLRyYySydiaQ RAIFINIY

End User Policy alternatiyes
Visualizatio

The highlighted green boxes represent components in the policy decision framework that
arebeing researched and developed as part of WP4 and are within the scope of this report:
optimization, interactive decision support, tragéf analysis, visualization, and Consensus
Game. The internal focus and effort among the various components weeeserding to

the project needs as derived frothe D2.1.1:User Requirements report

1.3 Methodology

This is the firsteport of three revisions of the Optimization and Visual analytics report.
this paper, wepresent and summaréthe RTD work conducted duripgoject monthsM1
to M12 (October 2013September 2014)nder WP4 of the Consensus project.

This reportaccompanieshe respective prototypes deliverabéand presents thecientific

research, technical developmernd implenentations details that took place along the

path for constructing the prototypesThe heoretical background for this worklissedon

the State of the Art Reportvhichdetails theprevious scientific basis fone research work

done.The frameworksaddressingtJ2 f A 08 RSOA&aA2Y YI 1 SNBE@ NBIj dzA NB Y
User Requirements report.
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The data sources used for the algorithms and tools are spedifidse Domain Data sources
report. Note that the major data sources for the optimization and vigadion components
are based on output produced by WP3 are fully described irthe Models and Simulators
Report

System architecture considerations that were applied for constructing the prototypes are
specified in detail within the System Architectusport.

The major effort of WP4 is associated with RTD challenges, as reflected in the work

performed for creating the Optimization and Visual Analytics Prototypes and reports
OALISOAFAOFfEEY be¢! !X L.ax LL!{!Z tos(ERF, I YR ! Yhb
OXFAM, WWF) will close the development cycle in WP5 Evaluation, in which valuable input

will be gathered for improving the systems towards the next revisions.

1.4 Structure
This report is organized into six chapters.

Chapter 1lis a general introdetion of the project.

Chapter 2describes the scientific background. It addresses various aspects of multi
objective optimization; decision support, both general and specifically for the Consensus
project domains (Environmental and Transport); visualita; gamificatiorfwith an
emphasis on reward mode|sind crowdsourcing.

Chapter 3deals with the GLOBIOM optimization modelwhich the global forestry and
agriculture market equilibrium is determined by choosing economic activities subject to
resource, technological demand, and policy constraints to maximize social welfare.

In Chapter 4 we presenthe Consensus MulDbjective Optimization and Visualization Tool
(MOOViz). This isfeamework intended for policy decision makers to assist ilakug
alternative policy implementations, understanding tradts, and consciously determining
the optimal policy.

Chapter Ss dedicated to the Consensus Gameeweb tool intended for the public and

aimed at education, collaboration, and communicatindgiggodecision conflicts to citizens as

well as enabling citizens to express their preferences with regards to the questioned policy
R2YlIAyad ¢KS | OljdzANBR OAGAT SyQa TFTSSRol O] oAt
input.

The final chapterChager 6 Visual Analytics, focuses on visual support, interaction
possibilities, and automatic algorithms that are essential for augmenting the capabilities in
the decision cycle. The scientific approaches developed are accompanied by an online
prototype forsupporting and demonstrating the concepts.

1.5 Quality Management

The D4.2.1 document has been structured, compiled, and edited by the WP4 leader IBM to
Syads2NE GKS O2YLX AlFLYyOS 2F (GKS R20dzySyd G2 GKS /
format. The contenprovider partners have sent the sections relevant to their
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responsibilities to the editor and the documents have been merged.

The review process was conducted in three steps. The first step was to provide feedback to
the general structure and to the ditatontent of the document. The second step of the

review was to edit and to give feedback for the core parts of the document (scientific
background, research, and technical details). The third and final step was achieved by the
assigned reviewers of D4.2This step was to provide feedback on the structure, clarity, and
consistency of the document.

urthermore, the designed and implemented concepts and prototypes will be evaluated and
further improved as part of the evaluation process conducted in WP5.
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2 Background

2.1 Introduction

Chapter 2 provides scientific background on the relevant aspects ofofjétctive
optimization, decisiormaking,visual analyticand gamificationand on the research done
on implementing the Consensus framework for tacklinggyodiecisiormaking challenges.

Section 2.2 presents a variety of approaches for raldfective optimization. Sections 2.3
and 2.4 dive into the relevant Consensus-aase domaindylulti-Criteria Decision Making
in the Environmental Sect@nd Multi-Criteria Decision Making in the Transport Sector

Section 2.5 describes visual analytics concepts that are tightlgled with data mining and
visualization approaches, helping to make sense of data and find appropriate decisions.

Section 2.6 presents the cagts that are used within this project to bring policy decision
YI1TAy3 G2 GKS OAGAT SyaQ fS@St GKNRdzAK I YATFAO!
incorporate them as additional decision input (crowdsourcing).

2.2 Multi -Objective Optimization

2.2.1 Introdu ction

Multi-objective optimization plays a major role in reebrld decision problems. It aims at
simultaneously optimizing a number of conflicting objectives, theretplicitly considering
multiple criteria in the decisiomaking process. One such example could be selecting a
public policy that maximizes efficiency in achieving its goals while minimizihgltag S NE Q
expenditures and negative environmental effects.sldase represents a nontrivial multi
objective optimization problem in which no single solution can simultaneously optimize all
the objectives. In such cases, the objective functions are said to be conflicting, and a
(possibly infinite number of) Pareto timal solutions existThese solutions are called non
dominated, Pareto optimaPRareto efficientor norrinferior. Without additionalsubjective
preference information, all the Pareto optimal solutions are considered equivalent.

In the context of Consensus, several challenges.eMis first isifding a diverse set of
alternative efficient policies, providing a means for decision makerdarttie public to
understand the tradeoffsamongthe variety of alternatives and different objectives (aligned
or conflicting, dependent and independeat one arother, etc.) Other challenges include
how to elicit preferences, adse recommendations, ahmeasure and integrate crowd
opinionsregarding alternative plans.

A major challenge under this framework is revealing the Pareto optimal set or a region of
interest in the tradeoff surface among the objectives. This framework is not limited to
traditional optimization approaches that consider mudbjective problems by posing a
weighted sum of its objectives and employing sirgigective optimization to solve thefh].

Common approach for solving the medtbjective optimizéion problem are methods which
applying several scalarizations; the solution to each scalarization yields a Pareto optimal
solution, whether locally or globally. The scalarizations are constructed with the target of
obtaining evenly distributed Pareto pa@ that give a diverse, evenly distributed
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approximation of the real set of Pareto points. Examples are the Normal Boundary
Intersection (NBHttp://en.wikipedia.org/wiki/Multi-objective _optimization - cite_note-
16[2], Modified Norm& Boundary Intersection (NBIf8], Normal Constraint (NJ#][5]
Succasive Pareto Optimization (SP&)and Directed Search Domain (DED)

EvolutionaryAlgorithms (EAE}], powerful stochastic global search methods gleafredn

the model of organic evolution, have been successful in treating high dimensional
optimization problems for several decades. They especially excel in scenarios where quality
evaluation provided by computdyased simulation constitutes the objectiventtion, also
referred to assimulationbased optimizatiof®]. Their broad success in this domain is
primarily attributed to two factors first, the fact that they constitute direct search methods,

i.e., do not require derivates determination, and second, thénherent robustness to noise

[10]. In the last two decades evolutionary medtbjective optimization algorithms (EMOA)
have undegone considerable developmefitl][12].

Most evolutionary multiobjective optimization algorithms apply Pardbased ranking
schemes. The main advantage of evolutionary algorithms, when applied to solve multi
objective optimization problems, is the fact thatet typically generate sets of solutions,
allowing computation of an approximation of the entire Pareto front at once. The main
disadvantage of evolutionary algorithms is their lower speed and the fact that Pareto
optimality of the solutions cannot be guareed. Examples for EMO methods are Non
dominated Sorting Genetic Algorithth(NSGAI), Strength Pareto Evolutionary Algorithm 2
(SPEAR) and methods based on particle swarm op#igtion and simulated annealifig].
Among othe a-posteriori methods includePGEN (Pareto surface generation for ven
multi-objective instance$)4], IOSO (Indirect Optimization on the basis of-Setfanization),
SMSEMOA (Snetric selection evolutioary multiobjectivealgorithm)15], Reactive Search
Optimization (using machine learning for adapting stragegand objectiveq)6][17],
Benson's algorithm for linear vector optimizatiproblems.

2.2.2 Formulation

M = (F s Fo v aons For o )T _
Let a vector of objective functions it [0 = i fapr e Fmi) , be subject to

minimization, and let a partial order be defined in the following manner. Given any
fReR™ and ¥ € R™ we state that f™ strictly Pareto dominates’ ", which is

denoted as 7 o N f= if and  only if

. L plad (2 R L pld 2
vielloomhfm = f7 ASiellomi ™ <£7 The individualParetoranking of a

given candidate solution is defined as the number of other solutions dominating it. The

crucial claim is that for any compact subsetRcr)ri‘, there exists a noempty set of minimal
elements with respect to thegtial orderO (see, e.g[18]). Nondominated points are then
defined as the set of minimal elements with respect to the partial ordg@r and by

definition their Pareteranking is zero. The goal of Pareto optimization is tlougbtain the

non-dominated set and its pramage in the design space, the-called Pareto optimal set,
also referred to as the efficient set.

The Efficient (Pareto) FrontiéDis defined as the set of all points in the objective space that
correspondto the solutions in the Pareto optimal set. The set that is jointly dominate@®by
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but is not dominated by any other solution has Paredaaking 1, and so goes the ranking for
subsequently dominated sets; following this notion the ranking of each isalutan be
defined (see, e.d19]).

The computational problem of attaining the Pareto Frontier of a rabiective
optimization problenf20] can be treated by means of algorithms utilizing mathematical
programming solvers (e.g., the -salled Dversity Maximization Approa¢kl] employing
IBM's ILOGCPLEX22]), or alternatively, approxintad by populatiorbased heuristics. The
wide applicability of Paretdriven optimization is evident in the vast numbeir published
work - see, e.9.[23], [24]. The crucial claim is that many reebrld problems are inherently
multi-objective in nature. This concept mges from Combustion Procesgds, Yeast
Fermentatong26] and Photo induced Proces$28g] to potentially a far as to Theory Choice
(sed28] for the broad overview, ar[@9] for the explicit multicriterion perspective).

2.2.3 Approaches
Among the goals of Consensus, is to develdpasion aiding systemvhich through the use

of models, helps obtain elements of responses to the questions posed by a stakeholder of
the policy decision process. The system shall work towards clarifying the decision and
towards recommending, or simply favoring, a policy tisalPareto efficient and will increase

the consistency between the selected policy and the stakeholder's objectivesvalnd
systenj30].

The systemshall analyze the multbjective policy decision problems from different
viewponts; apply different solution philosophies and aims at setting and solving the decision
problem.

The goals of the system are:
1 To find a representative set of Pareto optimal policies

I Quantify/Visualize the tradeffs in satisfying the different objectives

Finding a single policy (or a subset of policies) that satisfies the subjective preferences
of a human decision maker (DM) or satisfying the aggregated preferences of decision
makers group

Amongst the approaches being examined Salarizing methodshat convert the original
problem with multiple objectives into a singtijective decision problemmo-preference
methodsthat requires no preference information to be articulated by the decision maker,
priori methods that require sufficient decision makerrgference information to be
expressed before the solution procegs,posteriori methodsthat aim at producing all the
Pareto optimal solutions anthteractive methods in which the decision maker iteratively
interacts with the sy®m during the solution pyces$31]. Hybrid methods combine more
than a single approach.

There are four classes of multbjective optimization approachesEach class of methods
involves DM preference information in different ways (Nereference/Apriori/A
posteriori/Interactive)
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In no preference methods, no decision maker (DM) is expected to be available, but a neutral
compromise solution is identified without preference information. In a priori methods,
preference information is firsasked from the DM and then a solution best satisfying these
preferences is found. In a posteriori methods, a representative set of Pareto optimal
solutions is first found and then the DM must choose one of them. In interactive methods,
the decision makers allowed to iteratively search for the most preferred solution. In each
iteration of the interactive method, the DM is shown Pareto optimal solution(s) and
describes how the solution(s) could be improved. The information given by the decision
maker is tken taken into account while generating new Pareto optimal solution(s) for the
DM to study in the next iteration. In this way, the DM learns about the feasibility of her
wishes and can concentrate on solutions that are interesting to her. The DM may stop th
search whenever he/she wants to.

2.2.3.1 Scalarizing Multi -Objective Optimization Problems

One approach considered under this framework, is the approach of appBgatarizing
methods, in which we convert the original problem with multiple objectives into alsin
objective optimization problem. This means formulating a shodfjective optimization
problem such that optimal solutions to the singibjective optimization problem are Pareto
optimal solutions to the multbbjective optimization problef3l]. Applying this
formulation, it is often required that every Pareto optimal solution can be reached with
some @rameters of the scalarizatifdil]. And naturally, With different parameters for the
scalarizatio, different Pareto optimal solutions are selected.

A wellknown example iinear scalarization(also known as weighted sum)

min Z w; fi(x

.‘EEX

Where the weights of the objective®’; > 0 are the parameters of the scalarization.

Pay attention that the weights in this repredation may be used for both to representing
the DM preferences as well as for scaling the dimensions of different objectives.

And the e-constraint method(see, e.d32])

min  f;(z)
st. zeX

fila) < ¢ forie{l,... .k} \ {j},

where upper bound<i are parameters as above arfd is the objective to be minimized.

Another examples are Goal Programming #whievement scalarizing problerf@3]. They
can be formulated as

mil‘l max‘é:l,...,k [vn{:j{mj: upm:| + PE.; 17 fz{ijuplan
subject to =z €5,
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where the term o 4 — zoPe is called the augmentation term, 7> 0 is a small
constant, andz"* and z"**P**" are the nadir vector (the upper bound of the Pareto optimal
set) and an utopian (an infeasible objective vectors which is ideal across all objectives)
vectors, respectively. In the above problem, the parameter is theafled reference point

Z which repesents objective function values preferred by the decision maker.

2.2.3.2 No Preference Methods

Another approach is using mutibjective optimization methods that do not require any
preference information to be explicitly articulated by a decision maker. Those methods can
be classified aso-preference methodg1]. A weltknown example ishe method of global
criterion[34], in which a scalarized problem of the form

min || f (z) — 2|
st.xe X
is solved.l - || can be anyl» norm, with common choices including:, L2 and L [32].

The method of globadriterion is sensitive to the scaling of the objective functions, and thus,
it is recommended that the objectives are normalized into a uniform, dimensionless scale

2.2.3.3 A priori Methods

A priori methodsrequire that sufficient preference information is expredsbefore the
solution proces81]. Welkknown examples of a priori methods include thility function
method, lexicographic method, and goal programming.

In the utility function method, it is assumed that the decision makatiBty function is
available. A mapping u: Y =R is a utility function if for ally,¥" € Yit holds that
u(yl) > u(?f?') if the decision maker prefer%’lto }’2, and u(yl) = u(yz) if the decision
maker is indifferent betweeri?’land }"2. The utility function specifies an ordering of the
decision vectors (recall that vectors can be ordered in many different ways). &nise
obtained, it suffices to solvB1ax u(f(x)) subject to x € X,

But in practice it is very difficult to construct a utility function that would aately
represent the decision maker's gference$32] - particularly since the Pareto front is
unknown before the optimization begins. Lexicographic method assumes that the objectives
can be ranked in the order of importance. Wen assume, without loss of generality, that
the objective functions are in the order of importance so tifatis the most important and

[k isthe least important to the decision maker. The lexicographic method consists of solving
a sequence of singlebjective optimization problems of the form

min f;(x)
st. filx)<y;, j=1,....1—-1,
xe X,
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Where Y; is the optimal value of the above problem Withl:j. Thus

y1 = min{ fi(x) | x € X}, and each new problem of the form in the above problem in
the sequence adds one new constraast? goes fromlto k.

2.2.3.4 A Posteriori Methods

A posteriori methods aims at producing all the Pareto optimal solutions (known as the
"Pareto Frontier") or a representative subset of the Pareto Frontier. Then, applying
preferences to select a solution from the resulted set. The posteriori preferences techniques
implemented in this project include three steps:

1. Computer approximates the Pareto front (i.e. the Pareto optimal set in the objective
space)

2. The decision maker explores and studies the Pareto front approximation

3. The decision maker identifies the preferred poijr the preferred regions) at the
Pareto front

From the point of view of the decision maker, the step of exploring and understanding the
Pareto front is the most complicated one.

In the case of bobjective problems, the Pareto front, (also named theatlgoff Curve" in

this case), can be drawn at the objective plane. It gives the decision maker full information
on objective values and on objective tradeoffs, which inform how improving one objective is
related to deteriorating the second one while movialgpng the tradeoff curve. The decision
maker takes this information into account while specifying the preferdPedeto optimal
objective poinf35]. Btobjective problems are well studied but in this project we were
focusing on dcision problems comprise of three or more objectives, for which a simple
visual representation of the Pareto front cannot be provided to the user. Exploration of the
Pareto front in higher dimensions is a ntivial task and is a major challenge of thieject.

2.2.3.5 Interactive Methods

When applying interactive methods, the decision making process is iterative and the
decision maker continuously interacts with the method while searching for the most
preferred policy (see e.g32][36]). Practically, the decision maker express preferences at
each iteration in order to getdPeto optimal solutions that are of interest to her and learn
the tradeoffs between attainable solutions. The following steps are commordgggnt in
interactive methodq36]

1. Initialize

2. Generate a Pareto optimal starting poifily using e.g. some Rareference method or
solution given by the decision maker)

3. Ask for preference information from the decision maker

4. Generate new Pareto optimal solution(s) according to the preferences and show
it/them and possibly some other informatn about the problem to the decision maker

5. If several solutions were generated, ask the decision maker to select the best solution
so far

6. Stop, if the decision maker wants to; otherwise, go to step 3
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Instead of mathematical convergence that is often usasl a stopping criterion in
mathematical optimization methods, a psychological convergence is emphasized in
interactive methods. Generally speaking, a method is terminated when the decision maker is
confident that she has found the most preferred solutioradable.

Different interactive methods involve different types of preference information. For
example, three types of methods can be identified; based on:

1 trade-off information: the decision maker is shown several objective traffe at each
iteration, and she is expected to say whether she likes, dislikes or is indifferent with
respect to each tradeff (e.g the ZiontsWallenius method37]).

I reference points the decision maker is expected at each iteration to specify a
reference point consisting of desired values for each objective and a corresponding
Pareto optimal solution(s) is then computed and shown to herafealysis. (see e.g.,
[1],[38]).

1 classification of djective functiong36]. the decision maker is assumed to give
preferences in the form of classifying objectives' values at the current Pareto optimal
solution into different classes indicating how the values of the objectivesiidhbe
changed to get a more preferred solutierfor example objectives whose values a)
should be improved, b) can be relaxed, and c) are acceptable as such. Then, the
classification information given is taken into account when new (more preferred)
Pareb optimal solution(s) are computed (see e.g. Sgthg tradeoff method (STOM)
[39]and the NIMBUS method0][41]).

1 Selection between a small sample of solutidd2][43].

2.2.3.6  Preference Elicitation

Another major challenge within the decision process is the elicitation of the preferences or
in other words, the utility embedded in each of the alternatives, note that this more
general approach than ranking or weighting the different criteria, as the tradeoffs and
constraints between different objectives may vary across the manifold.

For example, Conjoint analysis is a statistical technique used to determine how pabe v
different features that make up an individual alternative. The objective of conjoint analysis is
to determine what combination of a limited number of attributes is most influential on
respondent choice or decision making. A controlled set of poteattatnatives is shown to
respondents and by analyzing how they make preferences between these alternatives, the
implicit valuation of the individual elements making up an alternative can be determined.
These implicit valuations (utilities or pastorths) can be used to create models for tradé
elicitation.

Conjoint originated imathematical psychologgnd was developed by marketing professor
Paul Green at the University of Pennsylvania and Data Chan. Other prominent conjoint
Fyrfeairda LIA2YSSNA AyOfdzRS LINBPFSaaz2Nl +d a{SSy
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developed a linear programming (LINMAP) dare for rank ordered data as well as a self
explicated approach, Richard Johnson (foundeBaivtooth Softwargwho developed the
Adaptive Conjoint Analysis technique in the 1980s and Jordavidre (University of lowa)
who invented and developed Choibased approaches to conjoint analysis and related
techniques such a#axDiff Conjoint analysis techniqgues may also be referred to as
multiattribute compositional modelling, discrete choice modelling, stated preference
researci44].

Peter Fishburn is another fundamental contributor to this area in the context of the theory
of social choice and utilif#5][46]. In many circumstances when trying to analyze decision

YI1SNDE LINBFSNByOSazx | LRtAGAOIE OKFtfSy3asS SEA

technique to elicit person's utility function weh was developed by Ragner Frisch. An
attempt to apply this method to the Norwegian Parliament failed, due to the reluctant of the
Parliament members to makdeir utility function explici47].

2.3 Multi -Criteria Decision Making i n the Environmental Sector

2.3.1 Introduction

Multi-criteria analysis (MCA) also called muatiteria decision making (MCDM) or mullti
criteria decision analysis (MCDA) has been increasingly used in various sectors, including
environment in the reent years (Stele et al., 200R18]). The group of methods described by
al! Oy 0SS RSFTAYSR la WF¥F2NXIf | LLINRI OKSa
criteria in helping individuals and groups explore decisions that féS NX) ard Stevait 2 y
200749)). Its merits have been recognised by those individuals, companies or decision
makers that are facing complex decisions with multiple variables. The UK Government has
recognised its usefulness by issued ante specifically designed for institutions belonging

to the local government.

The environmental sector has also embraced MCA, mainly because there is still a lack of
guidance on aiding environmeritdecision making (Omman, 20J60]). Balasubromiam and
Voulvouligs1]y 2 S GKIF G aal ! OFy 0S5 LJ NI A OrdakihgNI &
context is characterized by multiple objectives and multiple criteria, incommensurable
criteria, mixed data and #h need for ease of use, and the analysis context is characterized
08 YdzZf GALX S LI NIGAOALN yiade

Conflicts related to land use and land management are getting more frequent and more
serious (Joerin and Musy 2(6Q]). Demand for natral resources, food and fibre has been
steadily growing in line with population growth and increased purchase power in developing
countries. The European biofuel legislation is a typical example for a complex policy with
various objectives that can be direct competition with other objectives of the European
community. Stakeholders involved in the discussions related to biofuel sustainability were
unable to negotiate a compromise solution for addressing Indirect land use change (ILUC). In
this context the topic lends itself to be analysed through an MCA approach.

Studies suclas that by Mendoza and Martifi3] show that MCA offers a sound and robust
approach to planning and decisiomaking for natural resources managementdsveloping

a clear set of criteria, balancing social, economic and environmental aspects of complex
problems. Further arguments are presented below.
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2.3.2 Arguments for Using MCA
Users of the MCA approach list a number of well grounded arguments in suppor€Af M
especially when considering alternatives such as cost benefit analysis (CBA). These include:

1 Nonmarket valuation data (revealed and stated preference) may not be readily
available or expensive to collect

9 It may not be able to present some impactspaflicy in a way that can be tradexdf for
money- practical or moral reasons

1 It may not be able to quantify impacts, e.g. diffuse social impacts such as social cohesion

1 CBA may not account for inteztions of impacts, e.g. synergy

Users of MCA implementavious techniques (particularly mathematical programming
techniques) but all have common threadhey recognise the existence of multiple
judgement or evaluation criteriairece any plan, policy or project is likely to have different
but simultaneous impast their evaluation requires simultaneous assessment from different
perspectivegZhang et al, 20124]).

2.3.3 Types of MCAsApplied in the Environmental Sector:
Multi-criteria methods can essentially be split up into two broad gates:

9 Discrete Multi Criteria methods (DMCMjonsider a finite number of feasible
choice possibilities (alternative plans of action, alternative objectives/decision
criteria), also known as Multi Objective Decision Making (MODM).

1 Continuous Multi Critéa methods (CMCM)consider an infinite number of feasible
choice possibilities, also known as Multi Attribute Decision Making (MADM)

Continuous MC methods lend themselves more to economic evaluation where financial
measures can be broken down ad infimt to represent alternative strategies.

A summary of the various approaches to MCA cafohad in Tablel.

Tablel: Comparison of MODM and MADM

Criteria for comparison MODM MADM

Criteria defined by Objective Attributes
Objectivedefined Explicitly Implicitly
Attributes defined Implicitly Explicitly
Constraints defined Explicitly Implicitly
Alternatives defined Implicitly Explicitly

Number of alternatives Infinite (large) Finite (small)
Decision makers control Significant Limited

Decision modelling paradigm Proces=riented Outcomeoriented
Relevant to Design/search Evaluation/choice

*Adaptedfrom Mendoza and Martins 200%3]

Discrete MC methods are of more use when we are trying tidgebetween a fixed number

of specific plans/policiesThey allow us to focus more closely on the pertinent issD&CM

allow us to classify, rank and thus decide between alternative choices or strategies which
have multiple impacting factors (criteria).
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2.3.4 Common Stagesin Applying MCA
The following stages are common when applying weighted sum MCA approach:

9 Establish the decision context
1 Identify the options to be appraised

1 Identify objectives and criteria

T a{O02NARy3IéY ! d3aSaa (KS oftiandGabst Becriteds NEER N | vy OS
assess the value associated with the consequences of each option for each criterion

f a2 SAIAKAGAYIEY 1 aarady ¢gSAIKGA F2NI SFOK 2F (KS
importance to the decision

1 Combine the weights and scorfes each option to derive an overall value
1 Examine the results
1 Sensitivity analysis

2.3.5 Multi -Criteria Analysis and Biofuels

Over the past years several researchers have used the-aonitétiia analysis framework to
assess various aspects of thiegoingbioenergy debate. Studies looking at applying MCA to
decisions around bioenergy systems point out that not only does it help to create a broad
criteria for analysing sustainable attributeslargely missing from this arena (Buchholz,
Luzadis and Volk 20[®5]), but it also helps with stakeholder integration (Buchholz et al
2009) and its participatory nature can increase the legitima€ydecisions (Ziolkowska
201356]). Other benefits include findings thatable bioenergy systems often rely on sound
social criteria being considered at the conaggdtstage (Buchholz et al 2469]).

Turcsin et aJ57] used the framework to assess stakeholder supportyfarious biodiesel

options in Belgium. The Consensus project will develop the ConsensusGame that is
specifically focussing on exploring stakeholder support fofouar options. Perimenis et

al[58] used the MCA to develop aafnework for decision maks. While Mohamadabadi et.

al[59] used this framework to rank various renewable and menewable enegy sources.

Buchholz et. g55] conducted a review of various MCA siesi focussing on bioenergy and
concludedthath a/ ! (22ta aK2dZ R faz2 o6S | LIWIASR (2 Y2
more scenarios, a larger scale,and maré I { SK2f RSNRA ®¢

When conducting an MCA analysis, the selection of criteria is crucial tolbostreess of the
assessment. Key debates such as that of weak vs strong sustainability must be addressed
during the selection process, but can be problemaiyl{yviita et al201360]. A number of
projects have developed criteri and some have ranked these according to relative
importance assigned by expertsu@holz, Luzadis and Volk 2083)]).

The selection of criteria can vary according to the specific biofuel system in question, as well
as the region, and expertise represented within the stakeholder group (Buchholz, Luzadis
and Volk 2009Myllyviitaet al[61]).
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Thefollowing are a selection of criteria presented in two studies specifically designed for
biofuel systems. In the cassf Buchholz, Luzadis and V&i] identified 35 sustainability
criteria regularly related to bioenergy sustaility and asked 137 experts to rank them.

Table2: Biofuel criteria and importance rank. Adapted from Buchholz, Luzadis and Volk (2009)

Criteria Environment/social/economic Importance rank
Green house gas balance Environmental 3.55
Energy balance Environmental 3.44
Soil protection Environmental 3.27
Participation Social 3.16
Water management Environmental 3.14
Natural resource efficiency Environmental 3.11
Microeconomic sustainability =~ Economic 3.10
Compliance with laws Social 3.09
Ecosystems protection Environmental 3.07
Monitoring of criterial Social 3.02
performance

Food security Social 2.95
Waste management Environmental 2.93
Adaptation capacity to Environmental 2.90
environmental hazards anc

climate change

Cropdiversity Environmental 2.86
Working conditions of workers Social 2.83
Planning Social 2.79
Economic stability Economic 2.79
Species protection Environmental 2.76
Use of chemicals, pest contr¢ Environmental 2.72
and fertilizer

Potentially hazardous Environmental 2.72
atmospheric emissions othe

than GHGs

Employment generation Economic 2.69
Property rights and rights of Social 2.68
use

Land use change Environmental 2.68
Use of genetically modifiec Environmental 2.64
organisms

Ecosystentonnectivity Environmental 2.57
Respect for human rights Social 2.48
Macroeconomic sustainability Economic 2.39
Cultural acceptability Social 2.37
Respecting minorities Social 2.35
Exotic species applications Environmental 2.33
Social cohesion Social 2.26
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Land availability for other Social 2.25
human activities than food

production

Standard of living Social 2.14
Noise impacts Social 2.10
Visual impacts Social 1.98

*A higher importance rank indicates experts feel this criteria is more relevant,
practical, reliable or important than those with a lower score.

Table3: BFD criteria and sustainability condition. Adapted froHayashe, lerland an@hu62]

Criteria Environment/social/leconomic Sustainable/unsustainable
GHG emission Environment Sustainable

NOXx emission Environment Sustainable

SOx emission Environment Sustainable

Wage for employment Social Unsustainable

Injury, iliness fatality Social Sustainable

Production cost Economic Unsustainable

Gross value added Economic Unsustainable

Energy diversity Economic Sustainable

The Consensus project will be using a selection of these criteria, depending on the
limitations of the land use models.

2.3.6  Further R ecommendations

The Consensus project will combine an advanced multi criteria analysis framework, with
state of the art land use modelling and the latest visualisation technology. The deliverables
will enable deision makers to improve legislation, but also inform themselves about the
OAGAT SyQa @AS¢g 2y @diffNdladedzd thebioendrgyi A Sa | y R
While it is clear from the studies presented here that MCA is a robust and useful method to
apply b decisions surrounding bioenergy systems, there are also methodological factors to
be taken into consideration, and areas where further research is required.

Myllyviita et aJ60] found, based on a Finnish case study, that the selection of criteria must
take into account the specific system being assessed both in terms of the bioenergy system
and the regional context. They also point out that the availability of relevant datdoean
limited and collection costly and time consuming. Data availability is a key concern however
we are confident that the IIASA Globiom model will provide adequate quantity and quality of
information.

The criteria selection was alsasdussed by Sliogence et g63] in relation to MCA of
bioenergy systems in Lithuania. They point out that the relationship between criteria and
the relative importance assigned must be considered at the outset to give a reliable
assessment.
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Futher areas which must be more fully understood and the Consensus project will
contribute include (Montibeller and Fran01464]): the role of the decision analyst/
facilitator in balancing the view and objectives of stakebo using this approach to
develop complex policies; and finally the long term consequences of this decision making
approach.

2.4 Multi -Criteria Decision Making in the Transport Sector

2.4.1 Introduction

Transport Sector decisions affect almost all aspects of ulif@ (mobility, health, safety,
living costs, economic opportunities, conditions for work and leisure etc.); additionally,
decision making is constantly required in the transport sector, from the strategic planning of
projects and policies, the design iofrastructure works and the selection of alternatives, to
the application of specific policy measures.

Thus, decisiomaking is an integral part of the management of transportation systems, that
generally includes: identification of existing problemsplgem definition (objectives,
criteria, measures, constraints, etc.); generation of alternative solutions (options/
alternatives) for the problem (e.g. building new infrastructure, rehabilitating existing
infrastructure, improving its management, applyipglicy measures etc.); and evaluation
and selection of the best solutif#b].

For years, the most common forms of evaluation in transport related decisions were cost
effectiveness analysis (CEA) and/or cost benefit analysig[@BBAdowever, both methods
have certain limitations, which are primarily related to the difficulty to objectively and
adequately value all the costs and impacts of the examined alternatives; additionally, in
transportation prgects the multiplicity of objectives lead most of the times in disagreements
among the different involved actors about the scope of the projacthe procedure to be
followed[67].

To this end, MultCriteria Decision MakingCDM) techniques seem to provide a more
flexible and transparent way to find solutions to complex problems with various actors
(stakeholders) and as such nowadays are broadly used in transport related decaion

2.4.2 General Procedure of Multi -Criteria D ecision Making in Transport Sector

Despite the fact that every decision problem is different anat tine detailed procedure for
MCDM in transport sector can vary according to the characteristics of each problem, a
general procedure for MCDM in transport s i ideitified in relevant
literature[66][68][69][70][71].

This general procedure is presentedFigure 2below and it can be easily adapted to the
requirements of each specific transport problem.
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| STAGE 1: Establishment of decision context |

. STAGE 2: Definition of objectives and criteria |<—>| STAGE 3: Identification of options |<- -.
| STAGE 4: Scoring of options against criteria - development of the performance matrix | (if necessa'_ry)
STAGE 6: Selection and application of an STAGE 5: Determination of criteria 4__5

aggregation method ) weights L
(if necessary)

STAGE 7: Interpretation of the results and application of sensitivity or robustness analysis }-- ;

Stakeholder
participation

Figure2: Procedure of MCDM in transport sector

The stages of the procedure presented above are not separate features but have linkages
and effects upon each other. They do not necessarily follow a linear pattern, instead they
sometimes run in parallel or it may be required to step back again (e.g. new criteria come up
and have to be integrated into the analysis).

2.4.3 Decision Making Approache sin Transport Sector
Over time, three broad approaches have been developed @msport sector decision
making72]: Visionled, Plarled and Consenstled.

Visiortled approaches usually involve an individual having a clear ofate future form of

the transport system that is required, and the policy instruments needed to achieve that
vision. The focus then is on implementing them as effectively as possible. It is obvious that
this approach is critically dependent on the irdival with the vision, and, maost probably, if
he/she leaves office, the strategy will be abandoned.

Planled approaches involve specifying objectives and problems, sometimes in the context
of a vision statement, and following a certain procedure to idgngibssible solutions and
select those that perform best. Problems are highlighted as failure of current or predicted
future conditions to meet the objectives. This list of problems can then be discussed with
stakeholders to see whether they have differgaerceptions of the problems. If they do,
objectives are redefined accordingly. The main drawback with this approach is that many
politicians and members of the public are less familiar with the abstract concept of
objectives (e.g. improving accessibility)an they are with concrete problems (e.g. the
nearest job centre being 50 minutes away). Also, a {#dnapproach can become
excessively dependent on professional planners / analysts, who may lose sight of the needs
of decision makers and stakeholders.

Fnally, Consensuded approaches involve discussions between the stakeholders to try to
reach agreement on each of the stages in the decision making process. ldeally agreement is
needed on the objectives to be pursued and their relative importance, thélenos to be
tackled and their seriousness, the options (projects, policies or policy instruments) to be

Consensu®utput/Deliverablet.2.1 Page32of 148



considered and their appropriateness, the selection of options which best meet the
objective and the way in which they should be combined into an ovetedtegy and
implemented. In practice much consendusilding focuses on the choice of options, but it

can be considerably enhanced by considering objectives and problems as well. The main
concern with the consensded approach is that, unless agreemeaan be quickly reached

and sustained, it may result in serious delays or even inaction.

Since each of the above approaches has its advantages and drawbacks, in most cases
mixed approachis adopted, with most common a mix of pled and consensuded
decisionmaking72].

2.4.4  Decision Making Subjects in Transport Sector

Several categorizations exist in pertinent literature regarding the subjects or kind of
decisions that are usually studied in amsport Sector DecisieMakind73][74][75].
Nonetheless, for the purposes of the CONSENSUS project, probably the most useful
classification regarding the subjects or kind of decisions that are ussalljied in
Transportation Policy DecisigMaking is according to the nature of the subject:

- Alternative design solution®f an infrastructure transportation project: they can include
alternative alignments/paths for roads or rail projects, alternative fimees for ports,
airport terminals and garages or their concepts or forms, different designs for public
transport lines in urban areas etc.

- Alternative infrastructure transportation projectsto give priorities in the construction
of different transport ifirastructure projects, taking into account the availability of
funds.

- Alternative transport options such as alternative freight transportation routes (for
multimodal freight transport) etc.

- Alternative transport policiesor transport policy measuressuchas transport pricing
alternatives, application of transport demand management etc.

Especially for decisions regarding transport policies or transport policy measures, an
important element of the decision making process are the availpbliey instruments i.e.

the tools which can be used to overcome the identified problems and achieve the desired
objectives. A common classification of the available policy instruments is augdalithe

type of intervention76][77]:

- Infrastructure provision refers to additions or enhancements to the existing
transportation infrastructure.

- Management measuresinvolve changes in the way existing transportation
infrastructure is used. They include a wide range of apgrescincluding increases and
reductions in road capacity, reallocations of that capacity, and changes in the operation
of public transportation.

- Information provision refers to improvements in the information available to
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transportation users and operatarsSome are traditional fixed information systems;
others draw on real time applications of information technology.

- Pricing measuresgefer to changes in the cost of transportation use for both private
vehicles and public transportation.

- Land use measureshese measures focus on the land use patterns, which generate the
demand for transportation and not on the transportation system as such. The overall
emphasis is placed in identifying ways for the reduction of travel demand, or in
alleviating its impact.

- Behavioral/ attitudinal measuresaim to change users' understanding of transportation
problems and hence induce changes in travel patterns.

Unfortunately the evidence which is available on the performance of many of these policy
instruments is generally veryncomplete. In some cases this is because the policy
instruments are novel, and experience is still limited; in others the information gained,
especially by unsuccessful implementation of measures is not made publicly available. Even
where experience isvailable it may not be directly relevant in another context. For all of
these reasons it can be difficult to judge how transferable experience with sdickpsticy
instruments will b§72].

It should be mentioned also that, tigally, MCDM methods are being applied for the
evaluation of transport projects (alternative solutions or different infrastructure projects)
rather thantransport policies or progranfig3].

2.4.5 Role of Multi -Criteria Decision Making in Transport Sector

Since many diverse forms of decision problems in transport sector exist, it is obvious that
multi-criteria decision making can assist in different ways and produce various kinds of
results. According to relevant research literature arade studie’s application of MCDM in
transport sector problems, can result in the following general forms of solutions:

I Ranking of examined options probably the most common form of solution from the
application of MCDM in transport sector problemssirch cases, the analysis concludes
that, according to the objectives and criteria established, option A is "better" at fulfilling
the assumed goal than option B, which is "better" than option C etc.

Identification of a single most preferred optionto be implemented by transport
authorities is also a common result of a MCDM application. This form of solution cannot
easily be distinguished from the ranking of options, because, in most cases, the option
that is ranked first is the most preferred option thawill be selected for
implementation.

I Another possible form of the solution provided by MCDM isdlassification of options
into categories The type of categories may vary, depending on the specific

! The numerougand as such excessive to be referenced in this Deliveredsearch and case studies
reviewed can be found in Deliverable; Zhapter 6.3 and Appendix IIl.

Consensu®utput/Deliverablet.2.1 Page34 of 148



characteristics of the decision problem at hand. Categousually found in pertinent
literature are: "acceptable” or "unacceptable" options, priority categories for
implementation, or identification of a short list of options for further appraisal.

Finally, certain MCDM methods, mostly Multifidbjective Deision Making (MODM)
models result in optimization solutions to a decision problem, such as the
recommended crew size in a mass transit system or traffic signal timing optimization.

2.4.6  Multi -Criteria Decision Making Methods Usedin Transport Sector
GenerallyMCDM methods that are applied in transportation problems can be classified into
the following two basic categofig5],[70],[79]:

I methods for solving problems with a discrete set of options, i.é&niée number of
alternative solutions(options) that are known at the beginning, and

I methods for solving problems which require selection from continuous sets of options,
that encompass minfinite or very large number of alternative solutionthat are not
explicitly known in the beginning

Methods that encompass a finite number of alternative solutions (options) are appropriate

for "ill-structured" problems, i.e. problems with very complekjectives, often vaguely
formulated, with many uncertainties, while the nature of the observed problem gradually
changes during the process of problem solving. These methods, usually kailegle-

Attribute Decision MakinggMADM) orMulticriteria Analysis(MCA) models focus on solving

the problem by finding the best alternative or a set of good alternatives in relation to
defined attributes / criteria and their weighi85]. Examples of MADM methods include:

Simple Additive Wighting (SAW), Multi Attribute Utility/Value Theory (MAUT/MAVT),
ELimination and (Et) Choice Translating REality (ELECTRE), Preference Ranking Organization
METHod for Enrichment Evaluations (PROMETHEE), Analytic Hierarchy Process (AHP) etc.

Methods that emompass an infinite or at least a very large number of alternative solutions
are appropriate for "welbtructured" problems. Welstructured problems are those in which

the present state and the desired future state (objectives) are known as the way i@vach

the desired state. The model encompasses an infinite or very large number of alternative
solutions that are not explicitly known in the beginning, constraints are analyzed, and the
best solution is reached by solving the mathematical m@$l These methods, usually
called Multiple-Objective Decision Making(MODM) models,in general consist of two
phases, the generation of a set of efficient solutions and the exploration of this set in order
G2 FAYR | WO2YLINRBYAAS az2f dziA2[yaQ Exaiplesyd | y &
Multiple-Objective Deision Making methods include: Global Criterion method, Utility
Function method, Goal Programming (GP), STEp Method (STEM), Genetic Algorithms etc.

Transport sector problems usually are characterized by a finite number of alternative
solutions (designs o project, projects, policies, policy measures etc.), a complex set of
objectives, criteria and indicators and many uncertainties. As such, transport sector
problems are "illstructured" problems and therefore MADM/MCA methods are usually

appropriate. Exammation of relevant research and case studies indicates that probably the
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most commonly used methods are Analytic Hierarchy Procé@dsP (especially for criteria
weighting), Multi Attribute Utility/Value Theory MAUT/MAVT, Outranking methods
(ELECTRE, ®PRETHEE, REGIME etc.) and Simple Additive Weighting (SAW). In many
occasions, a combination of methods is used (e.g. AHP for criteria weighting and MAUT or
REGIME for evaluation of total performance), or certain parameters of methods are
modified (e.g. intoduction of fuzzy criteria, modified concordance analysis etc.), in order to
better adapt the methodology to the specific decision problem. Finally, other
methodologies, such as CBA scoring or GIS tools may be incorporated in the decision
procedure or thepresentation of the results.

The use of MODM methods in transport sector problems is less common, applied mainly in
optimization problems. Relevant research examination indicated that usually some form of
genetic algorithm or specialized heuristic proceskiare used for that purpose.

2.4.7 Multi -criteria Decision Making ( Evaluation ) Parameters Commonly Used in

Transport Sector
Although the applied MCDM methods can have significant differences, in all cases a very
important part of the MCDM procedure is thiefinition of the hierarchy of goal, objectives,
criteria and indicators of the decision problem. The goal of the decision problem is a very
general statement of the desired improvement. Objectives are also statements of something
that one desires to achie, but are more specific than goals and each objective reveals an
essential reason for interest in the decision situation. Criteria, or attributes, provide a
measure of the degree to which an objective is met by various options/alternatives of the
decision problem and indicators (quantitative or qualitative) further measure, in more
specific ways, the performance of options.

Some analysts, instead of using the terms goal, objectives, criteria and indicators, prefer the
structuring of the decision problemniseveral levels of objectives, thus the second level
objectives correspond to criteria and the third level to indicators. Furthermore, it is possible
that a level of the hierarchy could be missing from the analysis, e.g. indicators could be
directly usedfor measuring the performance of options against the objectives, without
explicit definition of criteria. Nevertheless, a complete typical structuring of a decision
problem consists of the above evaluation parameters.

2.4.7.1 Objectives

A set of objectives in a dision problem should possess the following properties: essential,
controllable, complete, measurable, operational, decomposable,-nediindant, concise
and undergandablg80]. Objectives specify the directions for improvemehtt not the
means of achieving them. In setting objectives, it is therefore important to avoid including
indications of preferred solutions (e.g. "improving the environment through better public
transport"), since this may cause other and possibly betteticp instruments to be
overlooked72]. Setting clear and concise objectives in a decision problem has the following
benefits[72]:

T helps to identify problems in the decision process

T provides guidance on the types of solutions
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T can act as constraints, in clarifying what should be avoided
1 provides the basis for appraisal of alternative solutions, and
T enables progress in implementation to be monitored

Since impacts from transport infregcture projects or transport policies are wide and
varied, the spectrum of common objectives in transport sector decision problems is also very
broad. Objectives commonly found in transport sector decision prod@hl82][83]
[72][74] are the following:

I Economic efficiency Economic efficiency involves minimizing implementation,
operation and maintenance costs thfe project or policy involved, and maximizing the
financial benefits which users can gain from the transport system.

1 Transport system efficiencyThis objective refers to maximization of the efficiency of
the transport system in terms of (according to baspecific decision problem):
reduction in travel time, reliability of travel time, minimization of congestion,
integration to existing transport system, ability to effectively connect origins and
destinations etc.

I Protection of the environment This objetive involves reducing a number of adverse
impacts of the transport and land use system, such as air pollutiog G@Q SQ, local
pollutants such as patrticulates etc.), their impacts on health, noise and vibration, visual
intrusion, fragmentation and serance of settlements and biodiversity, urban sprawl,
and loss of cultural heritage and natural habitats etc.

Safety This objective straightforwardly involves reducing the numbers of accidents for
all modes, and reducing the severity of those which ocddowever, since some
locations, age groups and modes have higher accident rates than others, the safety
objective also has equity implications.

I Equity and social inclusianUnder equity the principal concerns are the need for
reasonably equal opportuniteeto travel, costs of travel and environmental and safety
impacts of travel. Social inclusion mainly refers to accessibility for those without a car
and accessibility for those with impaired mobility.

1 Contribution to economic growth Land use and transpbipolicies should support
economic growth and regional development. Transport improvements which improve
access or enhance the environment can lead to increased economic activity and
possibly to sustained economic growth.

Other, less frequently used objee¢s are: public acceptance, privacy issues (e.g. feeling
of intrusion), specific engineering objectives (staging flexibility, terrain and soail
characteristics, volume of earthworks) etc.

It is important that decisioimakers determine the objectives whithey wish to pursue.
However, it is preferable to reach agreement on them with other stakeholders and objective
definition is often a key first stage in the participation of stakeholders in decision making.
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Especially regarding road pricing related decisionaking, examination of relevant case
studies in pertinent literatug[84][85][70][86] reveals that four mainrhigh level objectives
are commonly used, related to:

- economic development / growth

- transport / mobility / safety conditions

- life conditions, environment and energy conservation, and
- social cohesion, satisfaction and acceptance

2.4.7.2 Criteria and Indicators

Objectives are abstract concepts, and it is thus difficult to measure performance against
them. Criteria (attributes) and indicators are ways of measuring objectives. For example,
under the "protection of the environment" objectivea possible criterion would be
"minimize air pollution" and a relevant indicator could be the expectegddb@ssions.

Possible criteria related to the aforementioned objectives in transport sector decision
problems could be the followiig1],[82],[83],[72],[ 74]:

1  Economic efficiency Minimize construction/implementation cost, minimize
maintenance costninimize operation cost, maximize Internal Rate of Return etc.

1 Transport system efficiencyMinimize travel time, maximize reliability of travel time,
minimize congestion, maximize comfort of service, maximize integration to existing
transport system, mamize interoperability of networks, maximize ability to effectively
connect origins and destinations, maximize transport network capacity, maximize
passenger/freight movements, minimize construction period etc.

I Protection of the environment Minimize air pllution, minimize water pollution,
minimize visual intrusion, minimize land use fragmentation, minimize impacts on
waterlands and natural habitats, minimize fuel consumption, minimize noise and
vibration etc.

] Safety minimize fatalities, minimize injurieminimize number of accidents etc.

I Equity and social inclusianMaximize accessibility for those without a car, maximize
accessibility for those with impaired mobility, minimize household displacement,
maximize connectivity for deprived geographical aretzs

1 Contribution to economic growth Maximize regional development, maximize positive
effects on tourism, maximize ease of connection between residential and employment
areas, maximize positive effect on local employment etc.

In order to measure (quanatively or qualitatively) the performance of options against
criteria, indicators are constructed. There are essentially three types of indi€&at¢{g9]:
natural, constructed and proxyNatural indcators are those in general use that have a
common interpretation to everyone and the impact levels reflect the effects directly (e.g.
value of construction costs as an indicator for criterion "Construction Cadtistructed
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indicators are developed spafically for a given decision context. In general, a constructed
indicator involves the description of several distinct levels of impact that directly indicate the
degree to which the associated criterion or objective is achieved (e.g. archaeological item
within 50 m of the rightof-way as an indicator for criterion "Impact on Archaeological
Heritage"). It is essential that the descriptions of those impact levels are unambiguous to all
individuals concerned about a given decision. If no natural or coctstluattribute is
available, it may be necessary to utilize an indirect measure proay indicator. When

using proxy indicators, the impact levels mainly reflect the causes rather than the effects;
(e.g. length of surface track as an indicator for citter'Noise Impact”).

Especially regarding road pricing related decision making, examination of relevant case
studies in pertinen literature[84],[85],[70],[86],[77] reveals that several criteria are
examinedgin each objective categotysuch as:

Economic development / growth Gross revenue generation potential, increase
macroeconomic welfare, increasegional welfare, maintain / increase employment etc.

Transport / mobility / safety conditions Guarantee a minimum quality of transport,
improve accessibility conditions, improve safety, improve reliability of services, decrease
travel time, reduce traffi congestion etc.

Life conditions, environment and energy conservatiofmprove air quality, reduce
energy consumption, maintenance of ecosystems' functions, reduce noise annoyance
etc.

Social cohesion, satisfaction and acceptanemhance personal basmobility, increase
regional cohesion, ensure socioeconomic fairness etc.

The above criteria are further decomposed into lower level indicators, of quantitative or
gualitative nature, that permit the analysts to measure the performance of each examined
alternative road pricing strategy.

2.4.8 Participation of Stakeholders in Multi -Criteria Decision Making in Transport

Sector
Participation of stakeholders can be a very important part of the decision making procedure
in MCDM, in order to take into consideration tléferent aspects and opinions regarding
the examined options. Participation can occur in different levels, such as information
provision, consultation, deciding together, acting together or even supporting independent
stakeholder groups. Each level is eggriate for different kinds of decision problems,
different stages in the development of a strategy, or for strategies tackling different scales of
problem. In relevant research and case studies, participation of stakeholders was found in
several forms, anging from news release, brochures and roails to advisory committees
and public workshops. In general, all forms of participation methods are possible in MCDM.
However, different forms are more or less appropriate for different decision problems or
different phases of the decision process.
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2.4.9 Multi -Criteria Decision Making in Transport Policy Scenario of Consensus
Summarizing the presented context of Me@riteria Decision Making in the transport
sector, the following conclusions can be drawn and seweudelines in developing the
specific context of the Consenstiansport policy scenario.

- Multi-Criteria Decision Making is very useful for plath and consensudled approaches
in decision making, or for mixed pked and consensuled decisioAamaking;to this end
such a mixed approach of decisianaking it is assumed to be applied in the
Corsensus transport policy scenarioMore analytically, according to the visied
approach it is assumed that the policy/ decisimakers of the Consensus transport
policy scenario will have a clear view of want they want to achieve as well as of the
generd policy instruments needed to achieve it; that are road pricing instruments.

Simultaneously, according to the concendu$ R I LILINR | OK &Gl 1 SK2f RSNARQ

involved in road pricing implementation will be engaged in the decisiaking process
focudng on the choice of options but on objectives and problems as well.

V /2yOSNYyAy3 &ail1SK2t RSNEQ ARy dypidilyOl G A2y

included in transport sector decision making and their participation methods
were identified and used in th&€onsensus framework

- Based on the wide range of literature, research and case studies reviewed the evidence
available on the MultCriteria Decision Making among policy instruments, such as road
pricing, is generally very limited and/or incomplete. TypycallCDM methods are being
applied for the evaluation of transport projects (alternative solutions or different
infrastructure projects) rather than transport policies or programs. This probably
happens because most policy instruments, especially prinstguiments, are novel, and
experience is still limited; in other cases the information gained, especially by
unsuccessful implementation of measures is not made publicly available. Even where
experience is available it may not be directly relevant in aaottontext. For all of these
reasons it can be difficult to transfer much experience into the Consensus concerning
successful road pricing policy instrumeni®. this end all possible road pricing schemes
were initially considered and then through stakelRISNBE Q O2y adz Gl GA2Y
pricing schemes of interest were chosen to be examined in the Consensus framework

- Despite the diverse levels of decisioraking approaches, the different nature/subject
of decisions examined and/or the alternative desiregults through a MCA application
in the transport sector, in all cases the possible objectarese from a common list and
always include effects on the four basic sustainability dimensions: economy, mobility,
environment and societyTo this end, thesefour sustainability dimensions were
decided to be used as the evaluation objectives of Consensus transport policy
scenario

- Obijectives though are abstract concepts, and it is thus difficult to measure performance
against them. Criteria (attributes) and icdtors are ways of measuring objectives. For
example, under the "protection of the environment" objective, a possible criterion
would be "minimize air pollution" and a relevant indicator could be the expected
reduction in specific pollutants emissiorBased on this logic and the review of the
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numerous case studies and pertinent literature, all possible criteria related to the
aforementioned objectives along with the respective indicators were initially
O2yaARSNBRT (GKSy (KN dz3 fecifia GritetiaSakiR indREBAEE Q@ 02 y & «
were chosen to be useth the Consensus transport policy scenario evaluation

Finally, despite the fact that Mul®bjective DecisioiMaking methods usage is less common
in transport sector problemsand it is applied mainlyin very specific and/or narrow area
problems i.e. traffic signaling optimizatiorihe Consensus policy scenarios (including
transport policy scenario) will be assessed using a robjgctive optimization tool
developed specifically for this purpose.

This latter mentioned can be considered as the contribution of Consensus project to the
Stateof-the-Art; supporting the policy decisiemaker to solve policy related problems
where the set of alternative policy options encompasses a very large number wiaites.

Especially for the transport/road pricing policy scenario this will be very useful, since the
road pricing alternative options might be discrete in terms of their components but there is
one component (price level) that works in a continuous @wsyuch generating a large
number of alternative options.

2.5 Visual Analytics

2.5.1 Introduction

Visual Analytics tightly couples data mining and visualization approaches to include human
users in the analysis and data understanding loops, helping to make setdsta and find
appropriate decisions. (Please see also the Stétbe-art report Deliverable D2.2, section

4).

In the Consensus project we deal mainly with mdithensional data sets which correspond

to policy alternatives (input and output) and whinked to be compared against each other,
considering alternative weighting schemes, to arrive at assessments. To represent this kind
of data, scatterplot matrices or parallel coordinate plot techniques are suitable methods.
First Visual Analytics researclrried out in Consensus therefore focused on developing
multi-dimensional comparison techniques and testing these with first data sets obtained by
partners. Specifically, first research prototypes have been implemented and deployed on the
web for internaltesting.

In our prototypes we make extensive use of glyph designs and the possibility to have
multiple views on the data. Therefore, we here briefly introduce related research in this area
to come up with a suitable glyph design. Then, we will describetifonal components of

our approaches in greater detail.

2.5.2 Glyph-Based Evaluation
For a detailed overview of research on data glyphs, we refer the interestder to two

summary articlef87],[88]. There exists a large amount of glyph designs and only little
guidance, which design performs best for certain types of data or tasks. Domain experts in
the Consensus project have to mainly perform similarity judgments to compare different
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scenarios. Howeer, there is only little related work investigating the performance of glyph
designs for similarity judgments.

Wilkinsorj89] conducted a user study comparing star glyphs, castles, Chernoff faces and
blobs. Participants had tsort 8 glyphs of each typevaried by a variety of factors
according to increasing dissimilarity. Their findings indicate that judgments on Chernoff
faces were closer to the actual factor distances, followed by star glyphs, castles and blobs.

A similarsortingbased task was usedytBorg and Staufenbj@0] in their comparison of
snowflakes (similar to star glyphs), suns, and factorial suns. Participants had to sort 3 times
44 shuffled cards showing data points of one typglgph into four categories according to
their similarity. Factorial sursthat make use of some preprocessing of the dateere

most easily discriminated and star glyph performed the st/én this respect. Lee et 1]
showel participants several datasets represented by one of: smaltiples Chernoff faces,

star glyphs, and two plots produced with mulimensional scaling. For each dataset
participants were given eight questions to answer, some of which included similarity
judgments based on pairwise comparisons. The authors did not perform an analysis on the
basis of individual similarity questions. Instead, they found that participants performed best
and were most confident with one of the 2D spatial plots, in particataiglobal questions
where the whole set of data points has to be considered.

Klippel's studj92] investigated Star Glyphs, which are walbwn representatives for muiti
dimensional data used in the Consensus project. Theytigatsd the influence of shape on
glyph perception based on similarity judgments. They varied shape by reordering the
dimensions in a star glyph with contour. The authors studied how shape changes influenced
the interpretation of data points in a similayibased grouping task. They found that
differences in shape influenced cognitive processing of the data and those perceptually
salient features (such as spikes) strongly influenced how people thought about a data point.

Given the fact that only little adee exists on which glyph design should be preferred when
performing similarity comparisons, we want to extend the research in this field by
conducting another quantitative user study investigating the performance of star glyph
variations for similarity jdgments. Section 6.1 later will detail our results. Then, also later in
Sections 6.2 and 6.3 we will introduce particular interaction and alignment techniques to
foster the comparison of multivatiate data as per the uses cases in Consensus.

2.6 Gamification and Crowdsourcing

2.6.1 Introduction

Within a set of optimal solutions representing optimizations of multiple objectives, the
decision maker needs to identify the priorities that will lead to the selection of a single policy
scenario. For setting those priorities the weight of public opimp@ys an important role. In
order to include this information in the decision making process, Consensus aims to
approach citizens through a web platform that will allow the collection of their opinion
regarding the objectives in question; thus crowdsougdine task of identifying the public
opinion preferences. The challenging part of this endeavor is the incentivation of the

OAGAT SyaQ LINIAOALI GA2Y yR F2NJ GKIG NBlLazy
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competition, challenges, visualizationsysards and links to user reality. In what follows we
provide the state of the art methods and technologies used in these techniques, classified in
three major categories: gamification, crowdsourcing and serious games. These methods,
even though not all usedy Consensus researchers, comprise the baseline knowledge upon
which the ConsensusGame implementation was inspired.

2.6.2 Gamification

Goldberg in 198®3] proposed Paretéased fithess which bases directly on the concept of

LI NBG2 R2YAYlIyOS® Ly D2f RoSNHQa YSUK2R GKS
dominated solutions are assigned rank 1 and then the nextdwninated solutions are

assiged rank 2 and so forth.

Fonseca and Flemmifggl] stated that an individual's rank corresponds to the number of
solutions in the population by which it is dominated.

Srinivas and D¢B5] created Nondominating Sorting Genetic Algorithm (NSGA) based on
Goldberg'ssuggestions, analogous to Goldberg the fithess assignment is carried out in
several steps in each step the nrdominated solutions constituting a nestominating front

are assigned the same dummy fitness value these solutions are shared with their dummy
fitness values and ignored in the further classification process. The dummy fitness is set to a
value less than the smallest shared fitness value in the current non dominated front and the
next front is extracted. This procedure is repeated until all indadisiare classified. In the
original study this fitness assignment method was combined with a stochastic remainder
selection. The complexity of the algorithmlisd 0 where m is the number of objectives

and N is the population size.

Deb, Pratap, Agarwahd Meyarivan in 20(086] created NSGA in which for each solution
two entities are calculated: domination count, the number of solutions which dominate
the solution p, andY, a set of solutions that the solution p dominates. This requires

0 a0 comparisons. In the algorithm all solutions p in the beginning ankedawith

€ 1. For each solution with teach member (q) of its set is visited and its
domination count is reduced by one. In doing so, if for any member the domination count
becomes zero, we put it in a separate list Q. These members form thedsaocon

dominated front. The above procedure is continued with each member of Q and the third
front is identified. This process continues until all fronts are identified.

Zitzler and Thie[®7] created an elitist multcriterion EA with the concept of nen

domination in their strengttPareto EA (SPEA). In their algorithm an external population was
maintained at every generation storing all rdominated solutions discovered so far

beginning from the initial population. At each generation the external and current

population are combinedall nonrdominated solutions in the combined population are
assigned a fitness based on the number of solutions they dominate and dominated solutions
are assigned fitness worse than the worst fithess of anyamminated solution. This
assignment of fithes makes sure that the search is directed towards thedmminated

solutions. To ensure diversity among rdominated solutions a deterministic clustering
technique is used. The implementation suggested ist 0
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Knowles and Corng98],[99],[100]) implemented a simple MOEA using an evolution

strategy (ES). In their Paretmchived ES (PAES) with one parent and one child, the child is
compared to the parent. If the childominates the parent, the child is accepted as the next
parent and the iteration continues. If on the other hand the parent dominates the child, the
child is discarded and a new child is found. If the child and the parent do not dominate each
other, the doice between the child and the parent considers the second objective of
keeping diversity among obtained solutions. In order to keep diversity an archive -of non
dominated solutions is maintained. The child is compared with the archive to check for
dominarce. If the child dominates any other member in the list it is accepted as the new
parent and the dominated solution is eliminated from the archive, if not then both parent
and child are checked for their nearness with the solutions of the archive. Ihtlieresides

in a least crowded region in the parameter space among the members of the archive, it is
accepted as a parent and a copy of added to the archive. The overall complexity of the
algorithmi®) & 0 . Knowles and Corne in their other implementatiBESA, based it on

the degree of crowding in different regions of the archive. Replacing the selections in the
archive file is also based on a crowding measure. PESA uses binary tournament selection and
for selective fitness the squeeze factor (the chr@mme with the lowest squeeze factor is
chosen).

Greenwood, Hu, and D'Ambrofl®1] suggested a solution using no preference information
(in the case of Rato rankings) and aggregation methods like weighted sum. They extended
the concept of Pareto dominance by elements of imprecisely specified-attriiute value
theory in order to incorporate preference in the search process. By systematically varying
the numerical scalar weights in an aggregate objective function (AOF), each set of weights
results in a corresponding Pareto solution.

Generally in the process of maximizing the objectives and acquiring the paéoum
solutions we have three distinct @ories that are formed by the nestominated values:

1 When we witness 1% of the total population of solutions then most of the solutions
are dominated

1 When we witness 10% of the total population then there is a complete and tight
distribution

1 When we withess more than 20% of the total population then the algorithm
prematurely converged

Conventional GA wisdom states that strongly elitist strategies result in premature
convergencfl02].

2.6.2.1 Game Theory Models

2.6.2.1.1 Repeated Games
Repeated games are a series of games glehtrepeated. In infinitely repeated games the

average reward given an infinite sequence of payoffs = X T2 NJ LEd 8SNI A A a4y

Given an infinite sequence of payoifsi r1,r2x X F2NJ LX F@SNJ A | yR RAaO2d

N f 1 its future discounted reward B T 1.
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There are two types of learning in repeated games: fictitious play aregret learning.

Fictitious play was originally proposed as a method for computing Nash equilibrium. In that

scenario each player nraains explicit belief about the other players. They start by
AYAGAFEATAYy3 GKSANI 60SEtASTa Fo62dzi GKS 2LIRySyidQ
NBalLlyasS (42 GKS daSaaSR adaN)rdS3e 2F GKS 2LLRY
play andupdate their beliefs accordingly. Formally the player maintains counts of
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action a which can be initializedtondnS N2 &G NI Ay 3 @ f dzSa o |
using these counts:
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(pure strategy) best respond to this assessed strategy.
The regret an agent experiences at time t for not having played s is:

Yo I Adb i & [t . The agent will try to exhibit no regret from the strateuy
follows. At each time step each action is chosen with probability proportional to its regret.

That is, i B—Where,, i is the probability that agent i plays pure

strategies at time t + 1. Negret learning (Regrahatching) converges to a correlated
equilibrium for finite game$103][104]

2.6.2.1.2 Stochastic Games

A stochastic game is amgralization of repeated games where agents repeatedly play

games from a set of norm&brm games and the game played at any iteration depends on

the previous game played and on the actions taken by all agents in that game. A stochastic

game is a tuple (Q¥, A, P, R), where Q is a finite set of states, N is a finite set of n players, A

=0 ,..0 B6KSNBE 'A A& | UyA(lS &S E2TFE e yEKS O Af I ¢
GNY yaiAs2y LINRGE H fidtie jprédbatilityzgf Gaioying from state q to

stateA FAGSNI 22Ay G FOGA2Y |'Z YR -waluedpaidff Z PPDPINY I 4K
function for player[iL05][104][103].

2.6.2.1.3 Bayesian Games

Bayesian game is a set of games that differ only in their payoffs, a common prior defined

over them, and a partition structure over the games for each agent. A Bayesian game is a

tuple (N,G,P,l) where N issat of games, G is a set of games with N agents each such that if

g, gN G then for each agent'i N the strategy space in g is identical to the strategy space in

g.Pf 6D0 Aa I O02YY2y LINA2NJ 2@SNJ I Yi§ributienK SNBE [ 6 DO
over G, and I=(I1,...,IN) is a set of partitions of G one for each agent.

l'Y20KSNI RSTAYAGAZ2Y F2NJ . @Saiaty 3IrySa aidlisSa
ITO! MZDPOPPI! yo gKSNB 'A Aa | S yDdT sIKESINGS2 & IAAl
GeLiS aLk oS 2F LXFE@SNIA I LIoTomzmpwhetea (GKS O2YY
OY! Ed¢MwA & GKS dziaf AdGe FdzyOlGA2y F2NJ LIXF&SNI A o
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The expected utility has three standard notions of expected utilityaree where the agent
knows nothing about anyone's actual type, interim where the agent knows her own type but
not the types of the other agents and-ewst where the agent knows all agent types.

It is assumed that a player who has only partial knowledge about the state akerlads

some beliefs, a prior distribution, about the parameters which he does not know or he is

uncertain about. In a multiplayer game the decisions of others players are relevant, so are

their beliefs, since they affect their decisions. Thus a player gt beliefs about other

L I @SNR& 6StASTA Ay 2NRSNI G2 F2N¥Y | aidNraGaS3eo

In Bayesian games we have the Bayesian (Nash) Equilibrium according to which players
choose strategies to maximize their payoffs in response to others accounting for strategic
uncertanty about how others will play and payoff uncertainty about the value to their
actions.[106][103][104]

2.6.2.2 Gamification Elements

2.6.2.2.1 Game with a Purpose (GWAP)

Games With Rurpose (GWAR)O7], propose that using computer games can gather
human players and solve open problems as a side effect of playing. GWAP approach is
widely used for image taggin@08], [109] collecting commorsense factd 10], music
annotation[111],economic games desifirl 2] transportation solutiongl13]. Most GWAP
implementations valuate results according to three gastreicture templates output
agreement games, inversigaroblem games and inptagreement games.

In Outputagreement gamdg410] a three-step procedure is followdd14];
Initial setup. The game choosesvb players randomly among all players

Rules Players are provided witthe same input and indulgeih produce the same output as
their partners. Players cannot see another's output or communicate with each other.

Winning condition Both players get rewarded for producing, at some point, the same

output. Due to the fact both flayers cannot contact each other they result in the same

output related to the only thing they have in common, the input. The output is verified
because the same result occurred from two independent sources.

In Inversionproblem gamef 10][109] a three-step procedure is followefl14]:
Initial setup.The game choosesvb players randomly among all players

Rules.In each round one player is the "describarid the other ighe "guesser". fie
describer is given the input and has to produce outputs in order for the guesser to find the
original input.

Winning condition. The guesser produces the original input given to the describer.
In inputagreement gamd411]a three-step procedure is followef.14]:

Initial setup. TwoThe game choosewvb players randomly among all players.
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Rules.n each round both plyers are given the same or different inputs (known by the game
but not the players). Players are prompted to produce outputs describing their input.

Winning condition Players decide whether the input is the same for both players given the
outputs the oher player provides.

Agreement in GWAP games can be used to verify resnlysn a global scaldn the task of

finding publicpreference on a policy implementation we will use output agreement to verify

all users result in the same general perspectif’evhat should be implemented. To make

this clearer, provided we collect a specific amount of user implementations in a specific

A0SYI N 2 S OFy OKSOl AF dzaSNEQ LINBFSNBEYyOS ONB
a specific sectionandwe wiKS 01 A F ySé dzaSNERQ AYLIX SYSyGl GA2ya
If there is indeed agreement that means users agree with public preferémtee scenario

of "output agreement” among the choices of the same player in each game session a solid

preference wil be verifiedfrom the last policy implementation made

2.6.2.2.2 Reward Model

There are four things players enjoy while playing games. Achievement within the game
context, exploration of the game, socializing with others and imposition upon others.
Therefore creatig four basic player categories as Bartle suggested in 1996 achievers, killers,
socializers and explordfsl 5].

All forms of rewards apply to those basic categories of players. There are eight forms of
rewardg116]:

1. Score systemguse numbers to mark player performancggores whiclgenerally
serve as tools for seHssessment and comparis@omeimes affect game play
indirectly.

2. Experience point reward system@vatars earn experience points duriggmeplay,
YR af S @6 $pecifiddlgoals dte achieyethese systems differ from score
systems in at leashree ways, Bther than single gamplays or specific playsthey
are bound to specific avatarghey reflect time and effort rather than pjer skill
which results taarely beingusedfor purposes of player rankinthey directly affect
gameplay by making certain tasks easier to accomplish, as well as by expanding the
number of ways that a game can be played.

3. ltem granting systemrewards (that consist of virtual items that can be used by
players or much more commonly avatars) Item granting mechanisms encourage
playeisto exploregameworlds.

4. Resourcegvaluables that can be collected and used in a manner that aftgotse
play) Resourcediffer from items in at least one important aspegesources are
mostly for practical game use or sharing, whereas items have collecting and social
comparison valueExperience points in leveling system mark the growth of avatars
andcreate a feeling of fpgresswhile resources create feelings mainly about timely
support.

5. Achievement systemgconsist of titles that are bound to avatars or player accounts;
users collect them by fulfilling clearly stated conditions). Achievement systeaks
playerscomplete specific tasks, play in challenging ways, or explore gaanigs.
Achievements are the type of reward systeniassified as glorg Collectable titles
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[117][118]
6. Feedback messagegmnostly used to provide instant rewardsnstant pcsitive
feedback that players receive in response to successful agtibeedback messages
create positive emotionspictures, sound effects, and video clips are also commonly
used as feedback mechanis. Tiey are neither collectable nor available for may
comparisons, and do not directly affect gaplay.
7. Plot animations and picturegused as rewards following important events such as
the defeat of a major enemy, clearitagnew level, or ending a game) Thayptivate
players to advance game stories. Thagate fun in at least two waythey are
visually attractive anderve as milestones marking player achievement.
8. Unlocking mechanismgthey give players access to game content (e.g., new levels,
access to special virtual environments, and rgi@mes) oncesertain requirements
are me). This kind of reward is best classified asem$119] .As Malone suggests
that one of the most important features of intrinsically motivating environmeats
providing incompleteA Y F2 NXY | G A2y | 62dzi | &adzomeSoid ¢KSa
all possibilities and choiced the beginning of gamedstead theyreward players
as games progress by gradually exposing hidden parts of yamnhds.

2.6.3 Croudsourcing

In Crowdsourcingeeded sendges, ideas, or conterdre obtainedby soliciting contributions
from a large group of people, and especially fronpatine community, rather than from
traditional employeesor suppliersCrowdsourcing combines the efforts of numerous-self
identified volurteers or parttime workers, where each contributor of their own initiative
adds a small portion to the greater result.

In implicit crowdsourcing crowdsourcings less obvious because users do not necessarily
know they are contributing, yet can still bery effective in completing certain tasks. Users
are not actively participating in solving a problem or providing information, but instead do
another task entirely where a third party gains information for another topic based on the
user's actions. In ouwrase users play the game with other users and try to excel in levels and
we on the back end collect information about user preference on specific policies according
to their selections and comments during the game.

Other crowdsourcing applications inclutferbosity a game that collects common sense
facts[110], Tagatune a gamihat annotates music and sourfdd1],Peekaboom a game that
locates objects in imagg$09], ESP game, a game thabéds image$108]andreCAPTCHA
which asks people to soNeAPTCHAs prove they are human, and then provides
CAPTCHAs from old books that cannot be deciphered by computers, to diggtizéor the
web [120].

2.6.4 Serious Games

Serious games admulations of realvorld events or processes designed for the purpose of
solving a problem. Although serious games can be entertaining, their main purpose is to
train or educate userdn consensus one of the nmagjoals is to educate citizens about policy
making relative to Biofuels and transportation and also inform them of the tradeoffs and
consequences theirs decisions suggest.
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Other serious games applications relative to Biofuel and transportation policiesie

CO2G@121]a mobile application that claims to calculate carbon footprint in-taaé while

on the move, IBM City One Game a 4itylding simulation game introducing the effects of

various policied 22], I-Gear usegamification as a way to optize mobility patterns within

a heavily congested European (i83], SimCityEDU: Pollution Challerigea game

basedlearning and assessmetatol for middle school students covering the Common Core

and Next Generation Science Stand§t@d]andintelenBlGclaims to enable an

organization to reduce its overall energy consumption through behavioral change at the

aryYS GAYSTI AlG A& FofS (2 NIAAS SYyg@ANRYYSyill f
efficient and entertaimg way125].
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3 The GLOBIOM Optimization Model

GLOBIOM is a global recursive dynamic partial equilibrium bettpmodel integrating the

agricultural, bioenergy and forestry sectors. In this section we will focus solely on the
optimizationapproach in the model. For a more complete model description we refer to
G5PodHd®mM a2RSE& FYR {AYdzZ I 4§2NB wWSLR2NIEZ &5 dHPm
I NOKAGSOGdzNE ¢ o

GLOBIOM is an economic linear optimization model wherein the global forestry and
agriculture market equilibrium is determined by choosing economic activities to maximize
social welfare (consumer and producer surplus) subject to resource, technological, demand
and policy constraints following McCarl and Sprgkt6]. GLOBIOM is a linear mathematical
programmingmodel. This type of model is derived from aggregation of more simplified

linear programming models of production used in microeconoifdizg] whichhavebeen

long used in economics for many sectoral problems, in particular in agricultural economics
Development of recent computation capacities allowed application of this framework to
large scale problems with a high level of details

The optimgation problem in GLOBIOM is a linear programming (LP) problem which can be
described in the following simplified form:

88 O ©QEdIk

QO T

In the LP problem, decision variablgé.e. production activities) are chosen so that a linear
objective function valugX (in GLOBIOM the consumer and producer surplus) of the
decision variables is optimized given a simultaneous set of linear constraints involving the
decision variables.hE a;, b, andg are the exogenous parameters of the LP model wisgre
are the resource requirements; the resource endowments argithe benefit coefficients.
Different resources are represented bgnd different production activities bjy[128].

As GLOBIOM is a linear model, dimear relationships (i.e. nelinear downward sloped
demand function) need to be linearized. this type of approach, the supply side can be very
detailed, in particular benefiting fra the possibility of linearizing the ndimear elements of
the objective function, the model can be solved as a LP model, allowing a large quantity of
data to be used for production characteristics. The GLOBIOM model for instance can
optimize the productin for each sector on a large number of geographic units. Additionally,
many technologies and transformation pathways can be defined for the different sectors.
This detailed representation on the production side however induces a-#iden the

demand gile. Because of the linear optimization structure, demand is represented through
separated demand functions, without a representation of total households budget and the
associated substitution effectglcCarl and Spreei26].
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GLOBIOM is a price endogenous model compared to the standard LP model, where input
and output prices or quantities are assumed fixed and exogenous. In price endogenous
models as GLOBIOM, the level of output influenequilibrium prices. The objective

function maximizes the integral of the area underneath the demand curve minus the integral
underneath the supply curve, subject to different constraints such as a sdppiand

balance. The resultant objective functioalwe is commonly called consumer plus producer
surplus.Producer surplus is determindxy the difference between equilibriuprices and

the cost of the different production factors (labor, land, capital) and purchased inputs. On
the consumer side, surplus determined by the level of consumption on each market: the
lower the equilibriumprice is, the higher taconsumption level can besavell as the

consumer surplus. The objective function in GLOBIOM includes the following cost term:
production cost for lhe crop and livestock sector, costs for irrigation water, land use change
costs, processing costs, trade costs and a potential tax on greenhouse gas emissions.

GLOBIOM covers the whole world aggregated to 57 market regions. It is based on the spatial
equilibrium approach developed by Takayama and Juydige]which enables optimization

across different regions. Production and consumption usually occurs in spatially separated
regions, each having supply and demand relations.slolation, if the regional prices differ

by more than the interregional cost of transporting goods, then trade will occur and the

price difference will be driven down to the transport dds8].

Obijective function

+a[ﬁ??";“ )0 &l )o@

- a (I;agd smCA' c,0, s,m
MaXWELE: r.c,0,p.d, I(sm Pal. Leopal ) (1)

_ a (I.Iive CB ) a (f proccpr . m)
- [ﬁ :r?dty rrty d(d
.y

- a (I.:glit C.Er,t,e)

r.e

The supply, demand balancensures that for each region, product and time period the
endogenous demand is met by supply of the different erdipestock, bioenergy and forest
product plus imports from other regions minus exports to other regions.

Supply- demandbalance
— ( land - ) live CB + ( proc CP ) — T
Dr,t,y ¢ a. at,c,o, p,q,l,s,my C»Y,t,c,o,p,q,l,s,m r Lty a ar m,y r,t,m a r,rty a r,rty

c,0,p,q,l,s;m
(2)
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Equation 3 limits available land for the production activities in the different sectors-(crop
livestock and forest sector) to total land available in that land cover category i.e. the area of
crops planted cannot exceed the area of croglavailable. In the land use change equation

(4), land available in each land cover class is defined as the initial land endowments at the
beginning of a period, plus land converted to that class minus land being converted to
another class. After each ped, initial land endowments in each land cover class get

updated for the next period. In equation 5, maximum land conversion is limited to the
available land suitable for conversion i.e. inside Europe conversion of forests and grassland is
restricted.

Lard use balance

a A,t,c,o,p,q,l,s,m ¢ Lr,t,c,o,p,q,l (3)

s,m

Lr,t,c,o,p,q,l ¢ u:;t,c,o,P:q,l +é Qr,t,c,o,p,q,r,l - ?- Qr,t,c,o, p,q,I,I~ (4)
uit

Qr,t,c,o, p,q,l,l~ ¢ Lf,t,c,o,p,q,l,r (5)

Variables

D demand quantity [tonnes, m3, kcal]

W irrigation water consumption [m3]

Q land use/cover change [ha]

A land in different activities [ha]

B livestockproduction [kcal]

P processed quantity of primary input [tonnes, m3]
T inter-regionally traded quantity [tonnes, m3, kcal]
E greenhouse gas emissiongJeq]

L available land [ha]

Functions

, %md demand function (constant elasticity function)

, "W water supply function (constant elasticity function)

lucc
>

land use/cover change cost function (linear function)

, " trade cost function (constant elasticity function)
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Parameters

land

land management cost except for water [$ / ha]

live

livestockproduction cos{$ / kcal]

proc

processing codt / unit (t or m3) of primary input]

emit

potential tax on greenhouse gas emissions [£Qeq]
d* SE23Sy2dzateée IAGSYy (I NBSG RSYFLYR 6So®3dd o0A27Fd

hland  crop and tree yieldftonnes / ha, or m3/ ha]

h live

livestock technical coefficients (1 for livestock calories, negative number for feed
requirements [t/kcal])

hP¢ conversion coefficients for primary products, positive number for final products
[e.g. GI/m3])

Lt initial endowment of land of given land use / cover class [ha]
LS total area of land suitable for particular land uses / covers [ha]
irrigation water requirements [m3/ha]

gland glive proc ylucc
) ) )

emission coefficients [EQeg/unit of activity]

Indexes

r economic region (5@ggregated regions and individual countries)
t time period (10 years steps)

c country (203)

0] altitude class (@ 300, 300¢ 600, 600 1100, 110G; 2500,> 2500, in meter above
see level)

p slope class (§ 3, 3¢ 6, 6¢ 10, 10¢ 15, 15¢ 30, 30¢ 50, > 50, in degree)
q soil clasg¢sandy, loamy, clay, stony, peat)

I land cover/use type (cropland, grassland, managed forest, fast growing tree
plantations, pristine forest, other natural vegetation)

s species 18 crops, managed forest fast growing tree plantations)

m technologies: land use management (low input, high input, irrigated, subsistence,
GOdZINNBY 1€ 03X LINAYINE F2NBad LINPRdzOGAa (GNIyatz
production), bioenergy conversion (first generation ethanol and biodiesel, energy
production from faest biomass fermentation, gasification, and CHP)
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y outputs (primary:18 crops, sawlogs, pulplogs, other industrial logs, fuel wood,
plantations biomass, processed products: forest products (sawnwood and
woodpulp), first generation biofuels (ethanol ahabdiesel), second generation
biofuels (ethanol and methanol), other bioenergy (power, heat and gas)

e greenhouse gas accounts: gfm land use change, CH4 from enteric
fermentation, rice production, and manure management, an® Kom synthetic
fertilizers and from manure manageme@Q savings/emissions from biofuels
substituting fossil fuels

To solve the optimization problem described above, GLOBIOM uses the GAMS/Cplex solver.
This solver allows combining the high level modeling capabilities of G@&fferal Algebraic
Modeling Systemsoftware with the power of Cplex optimizers. Cplex optimizers are

designed to solve large, difficult problems quickly and with minimal user intervention

applying the simplex method. Cplex provides solution algorithmbrfear, quadratically
constrained and mixed integer programming problems.
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4 Multi -Objective Optimization and Visualization Tool
(MOOQViz)

4.1 Introduction to the MOOViz Tool

Decision makers are often required to account for multiple conflicting objectien
selectngapolicyfor a problem, overall resulting in a potentially large number of candidate
policies to consider. The MO@Mool is aimed at assisting decisiarakers in the process of
selecting a preferregolicyamongst a set of candidamolicies

Within a given dataset, an ideal policy is one that achieves better objective results than all
other policies. The problem is that usually no such policy exists due to tradeoffs among
different criteria. Often, when one objective is improved, otheremtijves decrease. The task
of the decision maker is to find a policy that makes a good compramhige objective

values Finding a good policy is particularly difficult when the number of options is large and
many objectives must be simultaneously coesetl.

MooV

Explore

focus()
Tradeoff
analyzer
jecti > . N done() | g -
Objectives Optimals >> > Favorites Final Decision
______/___

N Sommos, Parallel-Coordinates, slidefs
“pareto Filter Parallel-Coordinates, sliders
Policies

> Auto-
>

Exclude
Explain

A

The MOOViz tool uses analytics, rich visualizations, and interactions to guide the decision
making process until a decision is maBgure3 shows a highevel view of the MOOQViz
workflow. MOQOViz accepts two inputs: a sebbfectivego optimize (maximize or

minimize) and a set of alternafmlicies Each policy represents a possible acdod carries
numeric measures for each objective. The output is the best policy according to the user
preferences. For exampieable4, presents a problem of selectirone of four candidate
policies considering three objectives.

Figure3: Highlevel view of MOOViz workflow
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Table4: MOOViz inputg; a domaindefinition containing three objectives and a corresponding scenario
containing four policies

01 | Maximize
02 | Maximize
O3 | Maximize

01 |02 |03
100 | 100 | 100
80 90 70
110 | 90 100
100 | 140 |70

g 0O|m >

One analytics that MOOViz use® & eto filtering The Pareto filter removes policies that are
dominatedby other better policies in all objectives. For example, considering the policy in
Table4, policyBis dominated by polici as it is worse in all objectives. On the other hand,
there is no domination between policidsand Cas each policy has its benefits and
drawbacks. Applying the Pareto filter on this dataset will result with polisj&gand D.

The result dataset after applying a Paréilter is called théareto Frontieor the Optimal

set A decisiormaker should cosider only the policies on the optimal set. Indeed, MOOViz
initially presents the optimal policies. MOOViz also provides the ability to look #utee
Excludegolicies and provides explanation why a particular policy was excluded.

For the optimal polies, MOOViz provides two visualizations techniques (Sorhamas
paralletcoordinates) for exploring and analyzing the data. When the user clicks on a
particular policy a popup is showing details for the policy.

Sliders can be used for filtering policlastheir objectives values. Finally, the user &aus
on the filtered policies showing a 'zoomed' view of the filtered policies.

As the user observes the data, she can add policies to the favafites The ‘favorites' is a
narrow subset of finaligboliciesq making the decision among them easier. The user
compares the favorite policies using a paratlebrdinate chart. Again, the user can fikeut
policies using sliders and details are provided on demand.

When the user reaches the decision tlaaparticular policy is the right approach, the user
marks the policy aBnal and click thedonebutton. The chosen policy is returned back to the
hosting application.

4.2 Introduction to Multi Objective Optimization Problems

A multi objective optimization prblem is defined as an optimization problem in which there
are multiple objectives that need to be optimized in simultaneously. In most cases, there is
no single solution that optimizes all objectives, because the objective functions are usually

%In the next sections it is referred to as Map or Polygon view
% In the next sectins it is referred to as Lines view
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conflicting In other words, optimizingne objective will worsen other# solution is called
Pareto optimal or nordominated if all other solutions are worse in at least one objective
value. In other words, a solution is Pareto optimal if none of the objectivditureccan be
improved without damaging other objective function(s). Clearly, if a solution is not Pareto
optimal, than there exists a solution which is better than it on all objectives. Thus, it is
natural to focus in such Pareto solutions when this is potationally feasible. This set of
solutions is called the Pareto front of the optimization problem.

Solving multi objective problems is a difficult task. There are several approaches for that.
The most intuitive one is to convert the multi objective impization probleninto a single
objective optimization problem (for examples, by using a weighted sum of the multi
objectives), and applying single objective optimization methods. Other approautiade

the no preference method, a priori methods, a postei methods and more

Multi optimization problems arencounteredin many applications in economics,
engineering and science. time context ofdecision making, each solution refers to a certain
policy. As stated, policies that reside on the Paretotfieme considered equally good, and
the final policy (solution) chosen depends on the user and involves subjective biases.

4.2.1 Mathematical Background
Let X be a set andf,(X),,..., f (X) functions from X to R*. A multi objective
optimization problem is defined as follows:

min(f,(x), f,(X),..., fy (X))
Subject tox] X

The setX represents the space of feasible solutions. Note that if an objective function
needs to be maximized, the representation still holds when repladip(x) with (— fn(x)).

In order to define a Pareto optimal solution, let us first defiloeninatesolution.
Let X, X; [ X be two solutions to thenulti objective optimization problem.

X, dominatesX; if the following conditions hold:

1 fn()g ) ¢ fn(xj ) n=212,...,N namely for each objective functions, the value

of X; does not exceed the value of,

1 $k,0<k ¢ Nsuch that f, (xi ) < f, (xj) namely for at least one objective

function for which the value ok is smaller than the value of;

A solution is Pareto optimd& no othersolution dominatest.

* Solving in this context refers to finding the set of solutions that reside on the Pareto front
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4.3 Research Overview

Decision processes that involve Muibjective Optimization problems raise many

challenges. The first challenge is solving the optimization problem, namely finding the Pareto
optimal solutions, or at least filterqnthe dominated solutions out of a given set of solutions.
The second challenge is visualize the Pareto optimal solutions. This challenge can be divided
to two different problems: how to visualize the Pareto optimal solutions in 2D when typically
the numbe of objectives is above 3, and how to visualize the Pareto front in a way that

would assist the decision maker to better understand the tradeoffs between the various
objective functions.

The research conducted in IBM focused on these topics, and in@uditi validating the
suggested approaches on various lplems.[130] is focused on the challenge of visualizing

the Pareto front of the MultiObjective Optimization problem. The suggested solution
(implemented in MOQViz tool) ising SeHOrganizing Map. This approach was

demonstrated on two real world problems, and was found to provide consistent orientation
of the 2D mapping and an appropriate visual representation of the Pareto optimal solutions.

A question thaemergedrom the visualization challenge involves the ability to evaluate the
various visualizations. There exist several methods for visual representditibe Pareto

front, but not allof themare equally goodin order to compare betweethem, a framework

is requied that would be able to provide evaluationtbie various optiong131]suggests a
suitable method that focuses on the ability of the visualization to facilitate a better
understanding of inteobjective tradeoffs to assistri the decision making process. The

method was used to evaluate two visualization aids: Parallel Coordinates and an adaption of
Self Organizing Maps. The visualizations were compared with tabular data presentation. The
results show that the first visualizah is more effective than tabular visualization.

The offered visualization using Self Organizing maps was fuested on another
applicatiorf132]: simulation performance whicis evaluated according to multiple quality
measues, some of them conflicting. The various performance criteria serve as multiple
objective functions, and vector optimization is performed. The approach was applied to a
specific Artificial Neural Network simulation with several quality measures. The used
visualization as implemented in MOQViz tool assisted in the process of understanding the
tradeoffs and choosing the optimal configuration for the simulation process.

Another challenge in the domain of multi objective optintiaa in the context of decisio
making, is how to efficiently findPareto optimal solution, starting from an initial sub
optimal solutian given by the decision makgr33] suggests a mechanism to handle this
challenge using two different methods, which amalyzed and tested.

4.4 MOOQViz technical Model Specification

4.4.1 Domain Definition for MOOViz Tool

As a generic technologthe MOO\z toolrequires the definition of the domain of interest. A
domain consists of a set pblicyobjectives, constraints (optionaland a set of decision
variables. Using MO@\the decision maker aims at evaluating different candidate
alternativesto the decision problem. Eagivlicy alternativeconsists of a specific assignment
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to the decision variables and its corresponding objectives. Typittalyolicy domain
definition is set once when setting the tool for handling a new policy domailefifition of
the domain would rarely change during the decision making process. lowemnay be
that in future interactions with the decision maker, the domain specification would
dynamically change to accommodate to ttegnitive model oflecision maker.

4.4.1.1 Attributes

A DomainDefinitiohJSORlobject specifies a multibjective decisioproblem. The
‘objectivessection lists the objectives that have to be simultaneously minimized or
maximized. ThedesignParamssection lists the definition of decision variables comprise a
policy alternative.

key [mandatory, string]q identifies this domain
objectives ¢ [mandatory, list]. Each objective is specified using the following
attributes:
0 key ¢ [mandatory, string] technical identification of an objective
0 fullName ¢ [optional, string] human readable name of the objective.
This name will appear in all Ul interactions. If this attribute is not
specified the 'name' attribute is used instead
description ¢ [optional, String] human readable description of the objective
format ¢ [optional, String] a number formatting pattern useal $tringify
numbers. The pattern string is according to
http://www.unicode.org/reports/tr35/tr35-
numbers.htmi#Number_Format Patterns
enumVals ¢ [optional, listof strings] zero based enumeration labels
isMin ¢ [mandatory, Boolean] specifies whether this objective should be
minimized (true) or maximized
1 range ¢ [optional, object]g specifies the lower and upper bounds of the
objective values. When the range istrspecified in a domain then the concrete
scenario automatically computes the range to the minimum and maximum
values of this objective in the scenario solutions

0 low ¢[optional, number] specifies the objective scale lower bound. If
not specified, the lowebound is compensated by a percentage denoted
by the configuration file. (A document specifying an application
configuration would be provided sepdedy)

0 high ¢ [optional, number] specifies the objective scale high bound. If
not specified, the lower bouhis compensated by a percentagendeéed
by the configuration file

9 designParams [optional, list].¢ Similar to 'objectives’, but a design parameter
has no isMin attribute because it cannot be optimized
Note, that within a domainDefinition the key attributé the objectives and

designParams must be unique.

T
T

=a =

= =4

4.4.1.2 Domain Definition Sample for the Biofuel Use Case

Following, a sample JSON file for describing the objectives data in the MOOQOViz tool for the
biofuel policy scenaries provided Thisdomain definition isexpected to evolve when

additional metrics from the GLOBIOM model will be included in the MOOViz tool.

® Seehttp://en.wikipedia.org/wiki/JSON
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1-

2- "objectives": [

3.

4 "key":"biodiv"”,

5 "fullMame":"Bio Diversity",

] "description”:"Bio Diversity Change (%)™,
7 "isMin":Talse,

8 "format": "+#.4%; -#.#E"

9~ Fa i

1@ "key":"co2",

11 "fullMame":"C02 Emission”,

12 "description™:"C02 Emission Change (%)",
13 "isMin™:true,

14 "format": "+#.#%; -#.#E"

15~ Taq

16 "key":"costfood"”,

17 "fullMame":"Cost of Food”,

18 "description™:"Cost of Food Change (%)",
19 "isMin™:true,

28 "format": "+# . #%; -F.#E"

21 - }a1

22 "key":"forestland”,

23 "fullMame":"Forest Land",

24 “"description”:"Forest Land Change ()",
25 "isMin":Talse,

26 "format": "+, #%; -4 %"

27 }

28 1

29

3e "key":"Land_Use"

31}

Figure4: BiofuelScenario Domain Definition
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4.4.1.3 Domain Definition Sample for the Road Pricing Use Case

Following, a sample J8I3ile for describing the objectives data in the MOOQOViz tool, for the
road pricing policy scenario. This Domain definition is expected to evolve after the
integration of the transportation models with the MOOViz tool.

1+ {
2- "objectives™:|
3~ {
4 "key":"cost",
5 "fullMame":"Gross Investment Cost",
G "isMin":Talse,
7~ "enumvals": [
8 "Wery Expensive”,
9 "High Cost™,
18 "Medium Cost",
11 "Low cost",
12 "Inexpensive”
13 ]
14 - Fa1
15 "key":"revenues",
16 "fullMame":"Gross Revenue",
17 "description”:"Gross Rewvenue (Million Eurc)”,
18 "isMin":Talse,
19 “format":"#.&M €
- bl
21 "key":"traffic"”,
22 "fullMame":"Traffic Volume",
23 "description”:"Traffic Wolume Change (%)",
24 "isMin":true,
25 "format": "+&.8%; -4, #5"
a6 - bl
27 "key":"emission",
28 "fullMame":"Emission Level™,
29 "description”:"Emission Level Change (%)",
38 "isMin":true,
31 "format": "+&.8%; -4, #5"
32~ bl
33 "key":"convenience",
34 "fullMame":"User Convenience",
35 "isMin":Talse,
36 - "enumvals": [
37 "Inconvenient”,
38 "Low",
39 "Medium",
42 "High",
41 "Wery high™
42 ]
43 I3
44 1s
45
45 "key":"Transportation”
47 }

Figureb: Transportation Scenario Domain Definition
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4.4.2 Policy Alternatives Data

An Alternative Policyobject represents a possible assignment to the ruaftiiective

problem. A typical decision problem has multiple candidate policies that together form a
ParetoFrontier. The policy Alternatives are JSON objects that automatically generated out
of the simulation results.

4421

Attributes

Each policy alternative is specified using the following attributes:

T
T

id ¢ [Mandatory, number] technical identification of a atbn
nameg [optional, string] human readable name

objectivesg [mandatory, map<string, number>] Each entry in this map specifies
the value of a particular objective (referenced using its 'key" attribute)

designParame [optional, map<string, number>] Baentry in this map specifies
the value of a particular DesigParameter (referenced using its 'key" attribute)

descriptionHtml [optional, String] An Html snippet describing this solution.
This html can be used in a web client solution tooltip for exampl

appDatac [optional, map<String, String>] a placeholder to carry dorspiecific
applicative data

status¢ [generated, enum: "FRONT", "EXCLUDED", "INCOMPLETE"] classifies this
solution as being on the Pareto frontier, being Pardtoninated, or having
incomplete data

statusCause [generated, object] carry error information

0o errorCodeg [String. one of: "MISSING_OBJECTIVE_VALUE",
"RANGE_MISMATCH?", "MISSING_DESIGN_VALUE"]

0 tokensc [array of strings] carry the error information

0 message; a human readable mesage (English)

4.4.3 Decision Scenario Data
AScenario is a unit of information that couples a DomainDefinition with a set of policy
alternatives:

1 key ¢[mandatory, string] unique identifier of the scenario

1 embeddedDomainDefinition ¢ [optional, DomainDefinitin] an inlineembedded
DomainDefinition

1 domainDefinitionRef ¢ [optional, String] the key of a referenced domain definition

9 policies ¢[mandatory, list of policy alternativesg]the alternatives for solving the
optimization problem. The solutions' objectivalues do not need to ben the
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Pareto frontier. The solution 'id" attribute must be unique within all solutions in a
scenario

Note: Exactly one of the attributeddmainDefinitionor 'domainDefinitionRefnustbe
provided. This is for relating the scenario to one Domain Definition.

4.5 Using MOOViz Tool for Bio-Fuel Scenario

45.1 Introduction
The MOOViz tool for BiBuel scenario is aimed at assisting policy makers to explore policy

alternatives to better understand the tradeffs between objectives, and coming into
educated decision that is taking into account the entire aspects.

Note that a link to the prototypés provided within Deliverable D4.1.1 Optimization and
Visual Analytics Prototypes (eltio confidentiality considerations).

Following the link will open the application main page:

Decision: ~ NoDecisionmade  Done

Optimal (13/13)

25| Explore (60) 13 optimal policies found! M + Optimal (13/60}

» Auto-Excluded (47/60}
Cost of

%  Favorites (0) Bio Diversity Bio
+3.6% - +6.2% viversity @) A oo
CO2 Emission
-36.7% - -21.6%
Cost of Fi
5.8% - +2.3% ’
Forest Lan
4.2% - +7.7%
co2 ‘
I Forest Land
Eission @ Ol

Figure6: MOOViz tool in biefuel scenariog Snapshot of application

The page is composed of several viewports. Figuwentains thenames of the various
components that are described in the following sections.
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. ) Decision info
Mapvs. Lines view

Top left panel
3 Explore (50) 13 optimal pelicies found! L ¥ + Optimal (13/60)
. B @ o o
BN 5 Dhem A 5 ptima
Pol and Auto-
. -35.7% - -21.6% o ygon E
o g xcluded
& & .
ST > policies
foreett 2% %
e
Sliders Policycircle ®
L)
9 9
&
S ¢ @pores and

Objective

Figure7: : MOOViz tool in biefuel scenariog main components

4.5.2 The Polygon

The main viewport of the application contains a polygon, with a vertex &@heobjective
function. Each objective function has a different coldhe corners form a symmetric
polygon, which is used to visualjze two dimensionsthe naturalhigh dimensioal space in
which each dimensiorepresents a differenbbjective function. In each corner, the name of
the objective function and its range of values are presented:

Bio
Diversity @

mim! +3.6% -= max
+8,2%

Figure8: MOOViz tool in biefuel scenariog objective visualization

The order of the values indicates whether we iingize or minimize the objective. If the first
Gl t£dzS A& aYAYyéEs (KS 202S8S0GA0S A& 6SAy3 YIFEAYAI
being minimized:

Bio Co2

Diversity @ Emission @
EH.E:‘--: - ME -El.E:‘-c -= min:
"nC:"lC M

Figure9: MOQViz tool in biefuel scenariog optimization direction

Byclicking the colored circle, the corresponding objective function is disabled:
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Figurel0: MOQViz tool in biefuel scenariocdisabled objective

45.3 Policy Glyphs

A glyph on the polygorepresentsa solution of the multobjective optimization problem,

that resides on the Pareto froicach policy on the Pareto front is visualized by a circle inside
the polygon. This circle is termed glyph.

>

Figurell: MOOViz tool in biefuel scenariog policy glyph

Each glyph is divideédto equal slicesvhereeach slice faces the value of its corresponding
objective. The slice color is indicating to which objective it refers:

Cost of
@chd

=30 —.:.E' o -

i

Figurel2: MOOViz tool in biefuel scenariog referring slice to objective

The size of the col@d slice indicates how largke valueis. The location of the policy glyph

AYaARS (KS LRfé3az2zy IAYSR G NBTFEtSOdAYy3I GKS aGaRA
These locations are determineding a complex optimization process, and the final locations

are a local optimum of this optimization process.

Note that the glyph location optimization problem is not the policy multi objective

optimization problemand is aimed at optimizing visualizatiparameters such as the

orientation of the points in space, the distance between them and their distance from the

polygon corners (anchors).

2 KSy (UKS Y2dzaS Aa LXIFOSR 20SNJF OSNIIAYy LRtAOES
its details presented:
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10 Dietshift & Bioenergy+ & 100% RED

Figurel3: MOOQViz tool in biefuel scenariog details of policy

And when the user clicks on a policy glyph, a tooltip window is shown. The tooltip window
presents the values of the various objectives for that policy.

F
10 Dietshift & Bicenergy+ & 100% RED
@ Bio Diversity=+4.5%

CO2Z Emission=-29%

®
@ Costof Food=-3 1%
@ Forest Land=+7 5%

F

Figurel4: MOOViz tool in biefuel scenariog tooltip window details

In addition it allows the following actions:

9 Adding the policyd the list of favorite policiedJsually the decided policy is chosen
from the list of favoritesThe listallows the user to concentrate only on a subset of
the optimal policies that reflect her preferences. Adding a policy to the favorites set

is done by clicking the star on the top left part of the windc ). After clicking
on the star, it changes its coltr yellow and a small yellow star appears next to the

policy glyph:

Figurel5: MOOViz tool in biefuel scenariog policy added to favorites

It should be noted that after this action, the window closes and in order to perform
addtional actions, the policy glyph needs to be clicked again.

1 Highlight the policy. Highlight the policy can assist in reducing the set of policies
from which favorites are chosen. In addition, when viewing policies on the lines view
(seecorrespondingsecion), highlighting policies can assist in analysis of the
information. This is done by clicking the highlight button at the left of the star on the

b
top right part of the window . ). The policy glyph turns to yellow and the
window closes:
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Figurel6: MOOViz tool in biefuel scenariog policy highlighted

1

Mark a policy as the decided policy. This should be done after considering the
favorite policies, and upon taking a final decision. is the choice is selected by clicking
0KS a¥&KARSQAQMmaA2Yy ¢ odzidz2y G GKS £ 26SN LI NI

|
policy:

After clicking this button the window closes, and the policy glyph turns to bold blue:

Figurel7: MOOQViz tool in biefuel scenariog policy marked as deision

T

Comments on policies:

In certain cases, in the tooltip window opened by clicking the policy glyph, the
application suggests other policies that may be more appealing. In this case, clicking
on the blue text opens a larger window that allows perfargitradeoff analysis.

This will be explained in the continuation.

.:';:é»
10 Dietshift & Bicenergy+ & 75% RED

@ Bio Diversity=+3 53
@ C02 Emizsion=-23%
@ CostofFood=-59%
@ Forest Land=+4 8%

DCid you know?

T policy(s) might be more appealing
T

Figurel8: MOOViz tool in biefuel scenariog example of more appealing policies in window tooltip

9 After the chosen policy is marked, its name appears on theigip part of the

application, and the user can press the done button which indicates the session is
done:

Decision: 10 Dietshift & Bioenergy+ & 75% RED Done

Figure19: MOOViz tool in bisfuel scenariog decision panel
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When the mouse is placed on the name of the chosen poliagg &rappears to the
left of the name. Clicking it will remove the chosen policy so that another policy can
be decided instead:

Decision: = 10 Dietshift & Bicenergy+ & 75% RED Done

Figure20: MOOViz tool in biefuel scenariog delete decision example

1 When an objective is disableshme policies may be removed from the Pareto front.
In this case, the slice related to the disabled objective will also be disabled:

e

Figure21: MOOViz tool in biefuel scenariog policy glyph with a disabled objective

4.5.4 Range sliders
Range sliders aredated to the left of the polygon. The range sliders allow the user to
change the range of the various objectives to reflect her preferences:

Bio Diversity
r@ +23.6% - +3.2%

C0O2 Emission
-36.7% - -21.6%

{ )

Cost of Food
-6.8% - +2.3%

()

Forest Land
+4 2% - +7.7%

Figure22: MOOViz tool in biefuel scenariog range sliders

Each range slider is associated with a certain objective (the colors and names correspond to
the vertices of the polygon). Each slider has two buttons, one on the right hand side of the
slider, and on the left hand side of the slider. By clicking the mstemd moving them along

the slider, the range of legitimate values of the objective change. This allows filtering out
policies that do not meet the values induced by the new range. The color change reflects the
direction of the values in the objective$ia darker the color of the objective, the better it is

for that objective. For example in thiggure 22above, the aim is to maximize bio diversity

(dark color is on the right) and to minimize CO2 Emission (dark color is on the left).
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455 Optimal and Auto -excluded policies
Located in the top right part of the screen below the upper panel, these tabs are used to list
all the available policies (divided to optimal and aetaluded):

¥ Optimal (13/60]
¥ Auto-Excluded (47/60)

Figure23: MOOViz tool in biefuel scenariog optimal and auteexcluded tabs

The Optimal tab contains the list of policies (solutions) that belong to the Pareto front of the
multi objective optimization problem. The Aufexcluded tab contains the policies

(solutions) that were filtered out because they dot reside on the Pareto front (in other
wordsg there are dominated by other policies).

Clicking on each of the tabs opens a detailed list of policies:

* Optimal (132/60)
A policy is optimal, if there is no other policy that
is better on one cbjective and at least as good on
all other objectives.

7 Dietzhift & 50% RED

7 Dietzhift & 75% RED

7 Dietzhift & 95% RED

7 Dietzhift & 100% RED

& Dietzhift & ProNature & 50% RED

& Diet=hift & ProNature & 75% RED

& Dietshift & ProMature & 100% RED

% Dietzhift & ProMature+ & 100% RED

10 Dietzhift & Bioenergy+ & 75% RED

10 Dietzhift & Bioenergy+ & 95% RED

10 Dietzhift & Bioenergy+ & 100% RED

11 Dietzhift & Bioenergy+ & ProNature & 9...

11 Dietzhift & Bioenergy+ & ProMature & 1...

Figure24: MOOViz tool in biefuel scenariog optimal policies tab

1 When themouse is over a certain policy, the corresponding policy glyph inside the
polygon becomes bold gray:
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& Dietshift & ProMature & 100% RED

9 Dietzhift & ProMature+ & 100% RED
10 Dietshift & Bioenergy+ & 75% ...
10 Diet=hift & Rinenerowv+ & 95% BFD

10 Dietshift & Bioenergy+ & 75% R

11 Dietzghift & Bioenergy+ & ProMatur...

Figure25: MOOViz tool in biefuel scenariog example of gray policy glyph when mouse is placed over an
optimal policy name

T

T

Clcking the name of the policy that appears as a link, opens a window identical to
the one opened when clicking a policy glyph inside the polygon. The same actions
are available (seeorrespondingsection).

A policy can be added to the favorites list bykitig the star to the left of the policy
name. In the list, the star becomes yellow, and a small star appears next to the
policy glyph inside the polygon.

T Diet=hift & 95% RED

Figure26: MOOViz tool in biefuel scenariog adding policy to favorites fom optimal policies tab

T

When a policy is added to the favorites list, sometimes more appealing policies exist.
For example, there may be other Pareto optimal policies in which the values of one
objective is slightly less appealing, but in other objectivean be much more

appealing. In a similar fashion to the option in the window of the policy glyph, a
message may appear on the bottom right part of the screen. This message notifies
2y 2LJiA2ya GKIFIG OFy 6S Y2NB | Linkopehsh y 3 @
a tradeoff analysis window. Its functionality will be described later.

gl 7 policies might be more appealing '
Consider...

Figure27: MOOViz tool in bisfuel scenariog example of naotification on existing appealing policies

T

A highlighted policy appears highlightedtfir list:

& Dietshift & ProMature & 75% RED

Figure28: MOOViz tool in biefuel scenariog highlighted policy in the optimal policies tab

1

When policies are excluded as a result of changing the slider values, the
corresponding policy in the list is disabled:

Figue 29: MOOViz tool in biefuel scenariog excluded policy in the optimal policies tab

® For more information see the stion related to tradeoff analysis
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blue underline:

pu

7 Dietshift & 100%: RED

Figure30: MOOViz bol in bio-fuel scenariog decided policy in the optimal policies tab

1 A policy can be a combination of subsets or all the above mentioned characteristics:

Figure31: MOOViz tool in biefuel scenariog combination of excluded, higlighted, decided and favorite policy

The same operations can be done on the Altaluded policies. Note that an auto excluded
policy can still be added to the favorites list or chosen as the decided policy although it is not
optimal. In addition, sincehese policies are not reflected visually in the polygon, the effects
will only be seen in the list.

45.6 Top left panel
This panel consists of several action buttons. When the tool is uploaded, before any changes

are done, all are disabled (top part).

After operations are done, subsets or all of them can be enabled (bottom part)

(6 ¢ Q x C I

—7 7
Undo /Zggm]n\ Reset all

Clear favorites

4

Figure32: MOOViz tool in bisfuel scenariog top left panel

The functionality of the various buttons:

1 Undocg undo last operation. Multiple consecutive undperations are allowed
(history of operations is saved).

1 Redog redo last operation. Multiple consecutive redo operations are allowed
(history of operations is saved).

1 Zoom ing see corresponding section on zooming.

91 Clear favoriteg clear the list ofavorite policies. Star tagging is removed from
favorite policies.
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1 Reset alt get back to the initial state. In particular, favorite policies are cleared,
zoomed views are removed, sliders are reset to initial ranges and filtered out
measures are enabled.

4.5.7 Lines view

In addition to the polygon view (which is entitled map), there is an option to view the
policies in lines. This view assists in visualization of the policies in a different fashion
compared to the polygon representation. Changing the viewisedy clicking on the view
icons that are located on the top right part of the screen to the left of the optimal and-auto
excluded lists:

$. oL
Figure33: MOOQViz tool in biefuel scenario¢ moving from polygon to lines view

The leftbutton is for map view and the right is for lines view. The current view is marked
with a blue line below.

Below is a snapshot of the lines view:

c Optimal (13/13) Decsion:  NoDedsionmade  Done

32| Explore (60) 13 optimal policies found! 5 » Optimal (13/60)

+ Auto-Excluded (47/60)
% Favorites () Bio Diversity
+3

6% - +8.2%

CO2 Emission
-36.7% - -21.6%

Cost of Food
-B.8% - +23%

Forest Land
4.2% - +7.7%

,,p@

Bio Diversity €02 Emission Cost of Food Forest Land

Figure34: MOOQViz tool in biefuel scenariog lines view

And a zoom on the lines:
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Figure35: MOOViz tool in biefuel scenariog lines view, zoom on lines area

In the lines view, each vertical line corresponds to a certain objective. The hames and colors
correspond to the map (polygon) view and are listed bellogvline. Each policy is

represented by a line of a different color. The points in which a policy meets the various
objective lines corresponds to the value of the objective for this policy. The upper parts of
the lines correspond to better values in thereesponding objective. When the mouse is

moved on a certain policy, its line becomes thicker and its name appears:
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